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Abstract

Plasma processes can present difficult control challenges due to time-varying dynamics
and a lack of relevant and/or regular measurements. Virtual metrology (VM) is the
use of mathematical models with accessible measurements from an operating process to
estimate variables of interest. This thesis addresses the challenge of virtual metrology

for plasma processes, with a particular focus on semiconductor plasma etch.

Introductory material covering the essentials of plasma physics, plasma etching, plasma
measurement techniques, and black-box modelling techniques is first presented for read-
ers not familiar with these subjects. A comprehensive literature review is then completed

to detail the state of the art in modelling and VM research for plasma etch processes.

To demonstrate the versatility of VM, a temperature monitoring system utilising a
state-space model and Luenberger observer is designed for the variable specific impulse
magnetoplasma rocket (VASIMR) engine, a plasma-based space propulsion system. The
temperature monitoring system uses optical emission spectroscopy (OES) measurements
from the VASIMR engine plasma to correct temperature estimates in the presence of
modelling error and inaccurate initial conditions. Temperature estimates within 2% of

the real values are achieved using this scheme.

An extensive examination of the implementation of a wafer-to-wafer VM scheme to es-
timate plasma etch rate for an industrial plasma etch process is presented. The VM
models estimate etch rate using measurements from the processing tool and a plasma
impedance monitor (PIM). A selection of modelling techniques are considered for VM
modelling, and Gaussian process regression (GPR) is applied for the first time for VM
of plasma etch rate. Models with global and local scope are compared, and modelling
schemes that attempt to cater for the etch process dynamics are proposed. GPR-based
windowed models produce the most accurate estimates, achieving mean absolute per-
centage errors (MAPEs) of approximately 1.15%. The consistency of the results pre-
sented suggests that this level of accuracy represents the best accuracy achievable for

the plasma etch system at the current frequency of metrology.

Finally, a real-time VM and model predictive control (MPC) scheme for control of
plasma electron density in an industrial etch chamber is designed and tested. The VM
scheme uses PIM measurements to estimate electron density in real time. A predictive
functional control (PFC) scheme is implemented to cater for a time delay in the VM
system. The controller achieves time constants of less than one second, no overshoot,
and excellent disturbance rejection properties. The PFC scheme is further expanded by
adapting the internal model in the controller in real time in response to changes in the

process operating point.
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Chapter 1

Introduction

1.1 Background and motivation

Plasma, often termed the fourth state of matter, is an ionised gas consisting of posi-
tively and negatively charged particles with approximately equal charge densities [I].
Interestingly, plasma makes up as much as 99% of the mass in the universe, both by
mass and by volume. Since its first discovery in 1879 by Sir William Crookes [2], plasma
has found applications in many aspects of modern life, with applications as far reach-
ing as plasma-arc welding, waste disposal, visual displays, propulsion systems, medical

sterilisation techniques, fluorescent lamps, and semiconductor manufacture.

Control of plasma-based processes is difficult in general because of its non-linear
behaviour and sensitivity to disturbances. In many cases, measurements required for
accurate control are difficult to obtain due to the harsh conditions within plasmas, and

a requirement to avoid perturbation of plasmas used in production.

Virtual metrology involves estimation of variables from a process that are not mea-
sured directly using surrogate measurements taken from the process. Virtual metrology
(VM) is achieved using mathematical models that relate the in-situ measurements from
the process to the variables of interest that are inaccessible at the time of processing.
While VM is most widely associated with the semiconductor manufacturing industry,
the idea of VM has strong ties to state estimation and observer design in control the-
ory. VM has the potential to greatly improve the performance of semiconductor plasma
processes by increasing the availability and response-time of process feedback variables
for control and monitoring purposes. VM could also be used to replace expensive sensor

equipment.
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In this thesis, the application of virtual metrology to plasma processes is examined,
with a particular focus on plasma etch, a semiconductor manufacturing process. As a
demonstrative case study, the application of VM to a plasma-based space propulsion
system is also examined. In this section, a short discussion on the motivation for both
applications is provided, with emphasis on plasma etch as the main subject area of this

thesis.

1.1.1 VM for VASIMR

Propulsion for space travel is predominantly achieved through the use of chemical com-
bustion rockets that burn a fuel in an oxidising agent to produce thrust in space with
a controlled explosion. The fuel efficiency of such engines is relatively low, and for
interplanetary flights, chemical rockets present limitations in terms of the costs of trans-
porting vast quantities of fuel into orbit, and the maximum velocities achievable with
restricted fuel supplies. As space exploration turns towards more ambitious plans for
interplanetary human flight, alternative technologies for space propulsion are being de-

veloped to enable faster and more efficient space travel.

The variable specific impulse magnetoplasma rocket (VASIMR ®) engine is a space
propulsion engine being developed by the Ad-Astra Rocket Company. The VASIMR
engine produces thrust by accelerating a gas propellant (typically argon) in plasma form,
using large magnetic fields produced by an array of electromagnets. The production
of thrust in this manner uses much less fuel than conventional chemical combustion
rockets, and has the potential to revolutionise space travel by greatly increasing the
achievable velocities for spacecraft with smaller fuel demands. VASIMR engines also
have applications in satellite repositioning and lunar cargo transport. The VASIMR
engine is currently in a prototype phase, with the first flight-ready engine to be tested

on the international space station in the coming decade.

The VASIMR engine produces a great deal of excess heat during plasma production.
Internal engine temperatures can quickly reach levels beyond the allowable limits of the
engine’s components. Monitoring of the internal engine temperatures is made difficult
by the extreme environment in the rocket plasma, which can reach over one million
degrees centigrade [3]. In prototype systems, the temperatures are measured using
thermocouples attached to the engine, but such systems are not feasible for final flight-

ready engines.

Virtual metrology provides a viable option for non-invasive estimation of internal

engine temperatures. The plasma optical emissions are easily measured during plasma
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production, and the optical emission can be related to the temperatures of interest
through the use of VM models. Successful implementation of a reliable VM scheme
reduces the need for invasive temperature measurements, and can be used at later de-
velopmental stages for feed-back control of active cooling systems. In this thesis, the

application of VM techniques to the VASIMR engine is examined as a case study.

1.1.2 VM for semiconductor etch

Semiconductor manufacturing is difficult. The technology and engineering behind the
microelectronics that now permeate almost every aspect of modern life is astonishingly
complex. The proliferation of microprocessors has been made possible by tremendous
advancements in semiconductor manufacturing techniques in recent decades, resulting
in the minimisation of both the cost and size of electronic components. The trend of
innovation famously follows “Moore’s Law”, first articulated in 1965 [4] by the co-founder
of Intel corporation, Gordon E. Moore, who predicted that “The number of transistors
that can be placed inexpensively on an integrated circuit has doubled approximately
every two years.” The exponential increase in microprocessor capabilities predicted by
Moore has become both a benchmark and a target for semiconductor manufacturers
worldwide, with current industrial development working towards a 22 nm node [5] (the
dimension size of a manufacturing “node” is defined as half the distance between cells

in a dynamic random access memory (DRAM) chip).

The semiconductor manufacturing cycle typically comprises over 350 different pro-
cess steps to build nanometer scale circuits on silicon wafers. In modern semiconductor
fabrication facilities, or fabs, wafers are typically 300 mm in diameter and processed
in batches, or lots, of up to 25 wafers. The main manufacturing steps are deposition,
lithography, etch, ion implantation, and planarisation. In deposition, layers of material
are deposited on the wafer surface, usually using thermal processes. In lithography, pat-
terns of photoresistive mask are transferred to the wafer surface. During etch, reactant
gases in plasma form remove surface material that is not covered by the photoresistive
mask. During ion implantation, the electrical properties of areas of the wafer surface
are changed through semiconductor doping with different elements. Finally, in planari-
sation, wafers surfaces are smoothed with a combination of chemical and mechanical
forces. Through repetitive applications of these five procedures, along with some other

processes, elements of logic and memory circuits are constructed on silicon wafers [6].

Interdependencies exist between each of the processes carried out. Processing errors
at one manufacturing tool invariably have knock-on effects that can reduce device yield.

Such errors in manufacturing can cost companies hundreds of thousands of euro per year

3
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due to the high-value nature of the product material. As such, process monitoring and

control for every process in the fabrication environment is of paramount importance.

While wafers that are processed incorrectly during some processes, for example,
lithography, can sometimes be stripped and reworked, such rework is invariably not pos-
sible for incorrectly etched wafers [7]. As a result, ensuring the etch process is operating
within specifications is important. Measurement of plasma etch performance during
processing is difficult due to the harsh environment within plasma etch chambers and,
typically, metrology tools measure etch performance downstream from the plasma pro-
duction tools. Non-invasive metrology techniques are desirable during the etch process
to avoid perturbing the etching plasma and affecting the final process outcome on the

wafer surface.

Etch processing is conducted within specialised etch chambers. Process input vari-
ables to the chambers are typically well controlled variables such as chamber pressures,
component temperatures, and gas flow rates, specified by set points. In general, the
required etch process input variables for each product are developed through extensive
experimentation during the product development stage, early in a product’s life cycle.
Once decided upon, the etch process input variables are compiled into recipes that are
distributed to different fabs for production. The etch recipes remain relatively fixed and,
historically, the recipes were applied to product wafers in each fab environment in an
open-loop manner [8], where repeatable results are assumed for each wafer processed.

This open-loop application of process recipes is still used for some etch processes.

The time-varying dynamics of plasma etch processes causes difficulties in maintain-
ing consistent etch results for processes using constant process recipes. Etch processes
exhibit process drift and unpredictable shifts in behaviour, causing variance in the etch
results for each wafer. Manufacturing processes in the semiconductor industry are pre-
dominantly managed using statistical process control (SPC), where variables measured
in-situ during each process (process variables), or variables concerning the result of each
process (process output variables) are monitored for deviations that indicate erroneous
operation. Multi-variate statistics are also employed to allow multiple process variables

from each process to be monitored using SPC [9].

Advanced process control (APC) is the next step in factory automation, which, as
of yet, is not fully adopted by semiconductor factories worldwide. The ultimate aim of
APC is to improve device yield, that is the number of “good” chips or die per wafer

processed. APC is considered [6] to include four components,

e fault detection,
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e fault classification,
e fault prognosis, and

e process control.

These tasks are achieved through the use of information about the material to be
processed, measured data, and the desired results. APC includes lot-to-lot, wafer-to-
wafer, and within wafer real-time control and has the capability to improve performance,
yield, and throughput within manufacturing environments [10]. Ideally, measurements
of important process variables and process output variables during every wafer processed

are available to implement APC.

The implementation of APC for plasma etch in industry has broadly been restricted
to lot-to-lot control [L1], rather than wafer-to-wafer or real-time control as a result of two
main difficulties. Firstly, measurements of important process output variables typically
involve a prohibitively large time overhead, meaning that every wafer processed cannot
be measured. Secondly, there is typically a considerable delay (several hours or even
days) between the etch of a product wafer and the availability of metrology on the
etch process output variables, i.e. a metrology delay. As a result, corrections to the
etch process recipe, if required, cannot be implemented in real-time during the etch
process or even immediately after each wafer is processed. If an etch system operates
out of control, several wafers or lots can be processed erroneously before the problem is
detected, potentially leading to multiple wafer scraps. With shrinking device dimensions,
process control limits are becoming more stringent, and deviations in the etch process
performance can more easily destroy valuable product wafers. Stricter control of the

etch process is required for the continued advancement of the products being processed.

One potential solution to the problem of infrequent measurement is that of integrated
metrology, that is the addition of metrology tools into each processing tool in the fab,
that allow frequent measurements of product material to be taken during or after a
processing step [12, [13]. However, due to a prohibitive set up cost, a lack of cooperation
between semiconductor companies and tool manufacturers, and increased cycle time,

large-scale adoption of integrated metrology has not yet occurred in the industry.

The second potential solution is wvirtual metrology (VM) which, as mentioned ear-
lier in this section, is the use of in-situ measurements of process variables along with
mathematical models of the process to estimate or predict process output variables of
interest. A typical VM implementation for plasma etch is depicted in Figure There

are many advantages to VM in semiconductor manufacturing [14], including
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e Reduction in wafer scraps by faster process monitoring: with increased numbers of
immediately available “virtual” measurements of process output variables, errors
in processing can be detected in a timely fashion, preventing further wafers from

being processed incorrectly.

e Improved process control: VM estimates, available during or after each processed
wafer, overcome the low frequency of measurements taken in semiconductor pro-
cesses, enabling the adjustment of process input variables on a real-time or per
wafer basis. Different control schemes are possible, as depicted in Figure [1.2
Plasma variables such as species concentrations and temperatures (see Chapter [2)
can be controlled in real-time, etch process variables such as etch rate (the rate
of material removal from the wafer surface) can be controlled in real-time or on
a wafer-to-wafer basis, and process output variables such as etch depth can be

controlled on a wafer-to-wafer or lot-to-lot basis.

e Increased throughput: When dependable VM schemes are implemented, the fre-
quency of actual metrology operations could be reduced, simultaneously reducing

the production cycle time and metrology costs, increasing fab efficiency.

Plasma chamber Metrology

Input ———>»| Plasma variables delay
variables b Bieh Variables —> —» Output variables

----- Process variables

YY Y

Estimated
“output variables

Y

Virtual metrology

FIGURE 1.1: Virtual metrology principle. Estimates of process output variables of

interest are made using process variables and mathematical models, or virtual metrology

models. Similarly, plasma or etch variables can be estimated using virtual metrology
models.

The model input data required for VM is, in some cases, already being collected from
processes in many fabs for off-line analysis of faults and SPC. However, the successful
implementation of VM for any process depends on the construction of a reliable process
model. In the case of plasma etch, such a model is difficult to create and maintain [15].
The inherent complexities of the etch process means that modelling from first-principals
is extremely complicated, and typically, such models cannot be computed in real time.
Hence, many researchers rely on empirical black-box modelling techniques using data
sets collected from either specially designed experiments or production wafers. A con-
siderable amount of research has been completed in the area of plasma etch modelling
for VM [8].
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FIGURE 1.2: Virtual metrology applications for plasma etch.

Successful implementation of VM for all semiconductor manufacturing production
processes has the potential to revolutionise the semiconductor production process, en-
abling APC implementation on a fab-wide basis. Such implementation is seen as essential
as the semiconductor industry moves simultaneously towards smaller critical dimensions
and larger diameter wafers [16} [I7]; the international technology roadmap for semicon-
ductors (ITRS) points towards production at the 16 nm node and the introduction of 450
mm diameter wafers in the coming decade [5]. As a result, VM has been highlighted
as a topic of interest by a number of research consortia, symposia, and funded research
collaborations as a key area for development in the semiconductor industry. Examples
of research initiatives with VM component streams include the global semiconductor
manufacturing technology (SEMATECH) consortium, the IMPROVE research project
in Europe, the KAP (knowledge, awareness, prediction) research project also in Europe,
and the Irish centre for manufacturing research (ICMR) competence center in Ireland.
VM is now a mainstream topic at annual advanced equipment control / advanced process
control (AEC/APC) symposia in Europe, the U.S., and Asia. Research on VM topics
is also published often at the annual advanced semiconductor manufacturing conference
(ASMC).



Introduction

1.2 Objectives

The main objective of this thesis is to examine the application of VM techniques to
industrial plasma processes, with a particular focus on semiconductor plasma etch. This

objective is achieved in four main sections.

Firstly, the thesis aims to comprehensively describe the present state of the art in

virtual metrology in plasma etch through the examination of published literature.

Secondly, the thesis aims to demonstrate the versatility of VM techniques for plasma
applications through the development of a VM system for temperature monitoring pur-
poses on the space propulsion engine, the VASIMR engine. This particular case study
aims to demonstrate how VM is not limited to the semiconductor industry, for which it
is most commonly known. The VM system aims to provide accurate real-time estimates

of engine temperatures to operators.

Thirdly, for semiconductor etch, the thesis aims to develop VM models for a pro-
duction plasma etch process. The research aims to develop VM models that achieve the
maximum etch rate estimation accuracy possible. The data set used is representative
of typical industrial data, consisting of measurements of process and output variables
from an industrial etch process. The aim of the VM system is to estimate etch rate on a
wafer-by-wafer basis for the sake of process monitoring, and potentially for implementa-
tion of a wafer-to-wafer control system. This research implements the VM block in the

etch process control loop of Figure [1.2

Finally, the thesis also aims to investigate the application of real-time VM techniques
for control of the plasma electron density in an industrial etch chamber, implementing
the real-time plasma variable control loop depicted in Figure [[.2] The aim of this sec-
tion of the research is to investigate the feasibility of using VM to eventually facilitate
specification of process recipes in terms of plasma variables, rather than process input
set points. During real-time control, changes to the process input variables are made
in real time to maintain consistent plasma electron density even the presence of dis-
turbances representative of maintenance events, hence producing more predictable etch

performances.

1.3 Contributions of this thesis

This thesis claims the following original contributions:
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1. A comprehensive literature review of the state of the art in virtual metrology
applied to semiconductor plasma etch is conducted. The literature review examines
the modelling techniques and applications of VM used by different researchers in
academia and industry. The extensive literature is divided into logical subsections

for ease of reference.

2. In a case study contained in this research, the novel use of optical emission spec-
troscopy (OES) data to accurately estimate a spatial temperature distribution in
a plasma rocket engine is detailed. A linear state space model and Luenberger

estimator is used to achieve this goal.

3. A comprehensive investigation into the maximum achievable accuracy of global
and local VM models for a modestly sampled plasma etch system is carried out.
The performance of a global VM modelling scheme is compared to three different
local VM modelling schemes to determine the best modelling approach to cater

for the peculiarities of plasma etch process dynamics.

4. A novel weighting system based on the maintenance history of the plasma etch
chamber is proposed for windowed partial least squares (PLS) regression VM mod-
els. The suggested weighting scheme is found to increase the accuracy of the etch

rate estimates compared to non-weighted models.

5. This thesis details the first application of Gaussian process regression (GPR) mod-
els to semiconductor etch data, and finds GPR models to generate more accurate
estimates of plasma etch rate for unseen data compared to the other modelling

techniques investigated.

6. A novel real-time VM and model-based predictive control scheme is implemented
to achieve non-invasive real-time control of electron density in a production plasma
etch chamber. To the best of the authors knowledge, this research details the first
application of virtual metrology for real-time control of plasma electron density in

an industrial etch system.

7. The research reports the first application of predictive functional control (PFC),

to an industrial plasma etch chamber.
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9. Lynn, S., Ringwood, J.V., and Del Valle Gamboa, J.I., “State Estimation for the
VASIMR Plasma Engine”, in Proceeding of the 16" Irish Signals and Systems
Conference, oral presentation, Galway, Ireland, 2008, pp. 24-29.

1.4.2 Internal technical reports

1. Lynn, S., “Local modelling of a plasma etch data set.” Technical Report,
EE/JVR/1/2010, Dept. of Dept. of Electronic Engineering, National University
of Ireland, Maynooth, February 2010.

2. Lynn, S., “Global modelling of a plasma-etch data set.” Technical Report,
EE/JVR/3/2009, Dept. of Electronic Engineering, National University of Ireland,
Maynooth, 2009.

3. Lynn, S., “Virtual metrology for plasma etch - A literature review.” Technical
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Ireland, Maynooth, Dec. 2007.

4. Lynn, S., “An introduction to plasma and plasma etching.” Technical Report,
EE/JVR/2/2007, Dept. of Electronic Engineering, National University of Ireland,
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1.5 Thesis layout

The thesis begins in Chapter [2| by providing background information on plasma physics
and plasma etch processing so that readers unfamiliar with these core topics can fa-
miliarise themselves with key principals and terminology that are encountered in each
chapter thereafter. Explanations are provided at a relatively basic level for an audience

with a general scientific or engineering background.

Chapter [J] introduces the mathematical modelling techniques that are employed
throughout this thesis to perform VM. Explanations of the workings of each technique
are provided along with some discussion on the advantages and disadvantages of each.
The techniques described in Chapter [3] are used in Chapters [6] - [§| to perform VM, and

are referred to regularly when discussing related research in Chapter

Chapter [ contains a comprehensive literature review of the state of the art in VM
and modelling for plasma etch. Chapter {4|is included to provide background information
on existing work in the literature so that the reader can understand the context and

relevance of the research described in the thesis.
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Chapter [6] details the application of global models to an industrial plasma etch data
set. An in-depth discussion on the etch process studied is included to describe the
peculiarities of the data and to describe the main sources of variance in the data. The
VM techniques described in Chapter [3] are used to create the global models. Chapter [7]
then details the development and application of three different local modelling schemes
to the same plasma etch data set. Each local modelling scheme is discussed in turn, and

the motivation for each is clearly provided.

Chapter |8 examines the development of a real-time VM and model predictive con-
trol system for plasma electron density in an industrial plasma processing chamber.
Because this chapter is the only chapter primarily concerned with the application of
control algorithms, a literature review on control research in plasma etch and an intro-
ductory discussion on the methods used for model predictive control are provided before

presentation of the results of the experiments.

Finally, Chapter [9] presents the general conclusions that can be drawn from the body
of research presented in the thesis and discusses potential future work arising from the

research.
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Chapter 2

Plasma and plasma etch

fundamentals

In this chapter, the basic principles of the plasma etch process are examined. An in-
troduction to the basic features and phenomena of plasma physics is provided along
with a broad overview of plasma processing technology and common diagnostic tools
encountered in the area of plasma etching. Plasma physics is a vast and complex area
of study, the complete details of which are beyond the scope of this thesis. For a more
complete examination, the interested reader is directed to the work by Lieberman and
Lichtenberg [18].

2.1 Basic plasma physics

2.1.1 What is a plasma?

Plasma, or “radiant matter” as it was first dubbed, was discovered by Sir William
Crookes in 1879 in a Crooke’s tube [2]. Joseph J. Thompson identified the nature of
the fluorescent “cathode rays” identified by Crookes in 1897 with his discovery of the
electron [19]. The ionised gases were first named “plasmas” by Irving Langmuir in 1928
[20], choosing the name as they reminded him of blood plasmas. Langmuir went on to
introduce the concepts of electron temperature and invent the Langmuir probe, a plasma

measurement tool still in use today (see Section [2.5.6)).

Referred to as the fourth state of matter, plasma is an ionised gas consisting of

positively and negatively charged particles with approximately equal charge densities
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[1]. Plasma can be produced by heating a gas to such a temperature that the random
kinetic energy of the gaseous molecules exceeds the ionisation energy of the constituent
gases. At such temperatures, the atoms and molecules of the gas become ionised due
to collisions with other molecules leaving a large number of ions (atoms with at least
one of their electrons taken away, or with one extra electron) in a sea of freely moving

electrons.

Natural plasmas make up as much as 99% of the mass in the universe, both by
mass and by volume. Most stars, including the Sun, and a significant fraction of the
interstellar medium are made up of plasma. In the Earth’s atmosphere, examples of
natural plasmas include lightening and the aurora borealis. The ionosphere and the
magnetosphere are layers of plasma that surround the earth at altitudes above 80km.
Since plasmas contain many freely moving charged particles, they are highly responsive
to magnetic and electric fields. Man-made plasmas have become commonplace in society,
with applications as far reaching as plasma-arc welding, waste disposal, visual displays,

and fluorescent lamps, as mentioned in Chapter

2.1.2 Degree of ionisation

The degree of ionisation of a given plasma describes the proportion of the gaseous
molecules that have been ionised, that is the proportion of molecules which have lost or
gained one or more electrons via energetic collisions with other particles. The degree of
ionisation is expressed in terms of the charged particle densities, n. ~ n; particles / m?,
where n. is the number of electrons per cubed meter, or the electron density, and n; is

the ion density of the plasma. The degree of ionisation of a plasma is

n;
s = — x 100 2.1
Qs e + o % ( )

where n, is the density of neutral molecules. A gas may begin to exhibit plasma
behaviours with a degree of ionisation «;s as little as 0.01 %. Note that the relationship
ne ~ n; only holds for plasmas where the average charge state v (an integer) of the ions

is one, otherwise n, = vn,.

A source of energy is required to maintain the plasma, usually in the form of an
electric or a magnetic field from which charged particles gain energy. This energy appears
as kinetic energy for each particle, given by %va, where m is the mass of the particle,
and v is it’s speed. Because electrons have a much smaller mass than ions, but carry

the same magnitude of electric charge, electrons move at much faster speeds through
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the plasma since they absorb the same amount of energy from the applied electric or

magnetic field.

2.1.3 Ion and electron temperatures

Plasmas can be further classified into “hot” or “cold” plasmas, depending on the amount
of energy supplied to the constituent molecules. The degree of heating will be related
to the degree of ionisation observed. The relationship between the kinetic energy of a

particle in a gas, and its temperature, is described [21] by

- 3

mu? = ikBT (2.2)

N | =

where 02 is the mean square speed of the particle, kg is Boltzmann’s constant, and
T is the temperature in Kelvin. It follows from Equation that the mean square
speed is given by 3kgT /m. A more useful parameter is the mean speed o, which is not
simply equal to the square root of v2 (as ‘mean’ and ‘root mean square’ are defined

differently), but can be shown to have a value:

8kpT

m™m

ST
I

(2.3)

The definition of a mean speed implies that some molecules travel slower and some
molecules travel faster than v. In a plasma, each of the species that exists within it can
have their own temperatures, T;, T, and T,,, for ion, electron and neutral temperatures
respectively. Temperature can essentially be viewed as a measure of the speed at which
the particles move through the plasma. Typically, a fluid or gas is in thermal equilibrium
such that T; ~ T,, and the atoms and molecules of the fluid have a Maxwellian (Gaussian)

velocity distribution f(v) as they move randomly [21]. f(v) is described by

1 mv2

fv) = Ae”ipT), (2.4)

where A is a normalisation factor and the temperature T determines the ‘width’ of

the velocity distribution.

The plasmas found in stars are in thermal equilibrium. However, since the low-

pressure discharges used in plasma processing are electrically excited and relatively
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weakly ionised, the applied power preferentially energises the relatively low-mass elec-
trons, while the relatively heavy ions exchange energy through collisions with the neu-
tral gas particles. Hence T, > T; for these plasmas. When expressed in Kelvin (K),
the electron temperature T, of low-pressure discharges can reach extremely high values,
e.g. 23000 K. However, since the heat capacity of the electrons is very small, the ex-
treme temperatures do not mean that the vessel containing the plasma will melt. Merely
the electrons will be moving at high speeds in the plasma. Ions, since they have lower
speeds, will have temperatures 7; only slightly above the ambient temperature, e.g. 500

K, in accordance with Equation (2.2)).

2.1.4 Gas phase collisions

The processes that dominate the behaviour of a plasma are the random collisions that
occur between the constituent gas particles. It is through collisions with one another
that energy is transferred between ions, electrons and neutrals to maintain the Gaussian
distribution of energies described in Equation . Collisions in a gas or plasma can

be classified under two main headings:

e Collisions in which there is an interchange of kinetic energy only, similar to colliding

billiard balls. These are elastic collisions.

e Collisions in which the internal energies of the colliding particles are changed.

These are inelastic collisions.

In this context, internal energy changes refer to electronic excitation, ionisations,
dissociations, etc. Elastic collisions are the simpler of the two collision types, where
kinetic energy is conserved, and no new particles are formed. In contrast, inelastic

collisions are capable of creating and annihilating particles in the plasma.

Elastic collisions

For two masses of mass m; and m;, assuming that m; is initially stationary, and that
m; collides with velocity v; at angle 6 to the line joining the centres of m; and m; at the
moment of collision (as depicted in Figure [2.1)), an expression for the energy lost by the

moving particle m; to mass my, Er, [I8] can be found

dmi;my
(mi +my)?
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FIGURE 2.1: Two-mass elastic collision. Mass m; moving at speed v; collides with m;
at angle 6, assuming that m; is initially stationary.

This proportion of energy transferred has a maximum of cos? # when both masses
are equal (m; = my). Energy is transferred evenly between two colliding particles of
equal mass. In cases where electrons strike molecules or atoms, the difference in mass
between the particles causes the speed of the electron to not be changed by much, but
its direction is. Molecules are largely unaffected by kinetic collisions with electrons. In
the case of a molecule with large mass striking a particle with much lower mass in a
head on collision, it can be shown [2I] that the particle with low mass will travel away

from the collision at approximately twice the impact velocity.

The mean group velocity of electrons moving in the plasma under the influence of
an applied electric field are limited by elastic collisions with other particles. While the
elastic collisions described in Figure apply to collisions involving neutral particals, the
forces acting between charged particles for elastic collisions are the strong electrostatic

Coulombic forces, determined from Coulomb’s Law,

q1q2
F=—— 2.6
Ame,d? (2:6)
where g1 and g9 are the charges on each particle, ¢, is the permittivity of the medium,
and d is the distance between the particles. The Coulombic forces extend to relatively
large distances around charged particles and typically, Coulombic collisions result in

small-angle (< 10°) scattering of particles where the charged particles effectively “swing”

around each other due to attractive or repulsive electrostatic forces acting at a distance
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(depending on the relative charges of the particles). However, the cumulative effect of

many small-angle collisions scatters particles by large angles (> 90°) [18, 22].

Inelastic collisions

Ionisation Ionisation is a collision where one electron or more is knocked from or
attached to a stable atom or molecule to create an ion. This process is necessary to
maintain a plasma discharge. The main type of ionisation in a plasma discharge is
electron impact ionisation, where an energetic electron strikes an atom and removes an

electron from the atom.

e+ A —>2 + AT

The two free electrons can now gain energy and cause further ionisation, maintaining
the discharge. An electron that causes ionisation must have enough energy to overcome
the ‘onisation energy of the atom or molecule with which it collides. The ionisation
energy is the energy required to remove the outermost electron in an atom or molecule
in its ground electronic state. Ionisation can occur as a result of a variety of energy
sources, including photo-ionisation (where molecules or atoms are ionised using the
energy from incident photons of light) or thermal activation (where molecules or atoms

become ionised after gaining energy from heating).

Excitation

During excitation, an electron in an atom gains enough energy to jump to a higher
energy level in the atom as a result of the collision. The existence of discrete energy
levels for electrons orbiting the atoms nucleus is described in the Bohr model of the atom
introduced in 1913 [23]. In general, excitation is a less energetic collision compared to
ionisation. Excitation occurs when the atom absorbs energy, and can be brought about
by particle collisions, photo excitation or thermal excitation. An excited atom is usually
indicated using an asterisk superscript (*). The energy below which excitation will not
occur is known as the ezcitation energy which, as expected, is typically much less than

the ionisation energy.

e+ A —e+ A
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Relaxation

Relaxation is the opposite process to excitation. Relaxation is the movement of an

electron in an excited atom from a higher energy level to a lower one.
A* — A + hfp, (photon)

In this movement, the excess energy of the electron is generally released in the form
of a photon as depicted in Figure 2.2 The energy of the photon corresponds to the
difference in energy between the two atomic levels between which the electron moves.
The frequency of the released photon is directly proportional to its energy, and is given

by

he

Eph = hfph = Th
yq

(2.7)

where I, is the energy of the released photon, A is Plank’s constant, c is the speed
of light, and fp, and A, are the frequency and wavelength of the released photon
respectively. This phenomenon leads to the characteristic glow of plasma discharges,
and is used by optical emission spectroscopy (OES) (discussed later in Section [2.5.1)) to

deduce the gaseous species that exist in a plasma.

Recombination

Recombination is the opposing process to ionisation whereby an electron and a positive
ion combine to form a neutral atom. However, to conserve energy and momentum, a
third body is often required for this collision to occur. This third body can be the wall

of the chamber, or a third, neutral, molecule.

e+ AT +A 5 A"+ A

This is known as a three body collision. The probability of a gas atom being used as
a third party for recombination, over a wall, increases with pressure, considering that

3 increases with

the chamber walls are always present, but the number of atoms per cm
pressure. Other, more unlikely, recombination processes that can occur are two-stage

recombination processes,
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FIGURE 2.2: Excitation and relaxation with photon emission. Photons are released
from atoms when electrons drop from higher to lower energy levels. The frequency of
the emitted photon is proportional to the energy difference between the original and
final electron energy levels. This diagram shows: (a) The atom in a neutral state where
all electrons are in the lowest orbits available. (b) The excitation process. Energy
is introduced to the atom from an outside source to excite electrons to higher energy
orbits. (c) Relaxation. Excited electrons fall from their unstable outer orbits and
release energy in the form of photons in the process.

e+ A — A™
AT+ AT 5 A+ A

and radiative recombination, whereby the excess energy from the collision process is

carried away with a photon.

e+ AT = A+ hfp

Dissociation

Dissociation is a process whereby collisions of sufficient energy break apart a molecule
into its constituent atomic species. For example, an oxygen molecule could be broken
into two atoms of oxygen through electron impact dissociation. The energy needed

to achieve this, the dissociation threshold, depends on the strength of the chemical
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bond between the atoms. Dissociation may also be accompanied by ionisation. This
is the main process responsible for the creation of chemically active radicals in typical

production plasmas.

e+ Ay —we+ A+ A

Electron attachment

During electron attachment, an electron attaches to an electronegative atom to form
a negative ion. The likelihood of atoms forming negative ions is determined by their
electron configuration. Atoms with spaces left in their outer shell will have a strong
affinity for electrons, whereas the noble gases, with full outer shells will not form negative
ions with electrons. A common and important electron attachment reaction used in
many industrial applications [22] is the dissociative attachment of SFg to form negative
SF; .

e+SF6—>F+SFg

Ton-neutral collisions

Tons and neutrals often interact with collisions exchanging both kinetic and internal
energy in the process. lonisation can occur by fast ion or atom bombardment of a neutral,
provided the incident particle has at least enough energy to overcome the ionisation
threshold of the bombarded neutral. Charges can also sometimes be transferred between

ions and atoms in these collisions:

A+ AT 5 AT+ A

Metastable collisions

A metastable atom is one which has been previously energised above its ground state,
and has a long lifetime (will exist for some time before relaxation occurs). These atoms
can collide with all of the other particles in the plasma as normal, with slightly different
results due to their relatively high energies. Penning ionisation is the ionisation of a
neutral by a metastable atom. Two colliding metastables can have enough energy to

overcome both of their ionisation thresholds, ionising each other in a collision. Similar
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to ground state atoms, metastables can be ionised by simple electron impact ionisa-
tion. Because metastable atoms are energised above ground state, there are many more

electrons in the discharge that have enough energy to ionise them.

2.1.5 Mean free path and collision cross section

The mean free path refers to the average distance travelled by a particle between two
successive collisions. At a given gas temperature, the mean free path [; is inversely
proportional to the gas density n, and the gas pressure p. In kinetic theory, the mean

free path of particles with a Maxwellian distribution of velocities is given by:

kT
d V2rdZp

where d,, is the diameter of the gas particle and p is the gas pressure. Using the mean

free path, and the average speed of particles that is described in Equation (2.3)), an

(2.8)

expression for collision frequency f. is given by

fe= (2.9)

Sl KT

To all but the slowest moving electrons, ions can be seen as relatively stationary
during the approach of an electron to a collision. An effective collision cross-section of a
gaseous atom/molecule can be defined which is used to express the likelihood of interac-
tion between particles. As an electron approaches an atom, the Coulombic interaction
between the electron and the nucleus and orbiting electrons of the atom is governed by
the relative speeds and trajectories of the approach. There is an element of probability
to the collision results and this probability is implicit in the definition of a collision
cross-section. The collision cross section is dependant on the approach velocity as the

particle interaction time will be dependant on the velocities at which they are travelling.

The idea of a collision cross-section is an alternative view to the mean free path.
While the simpler model of a mean free path is usually reserved for elastic collision
processes, the collision cross-section is often employed during the analysis of inelastic
collisions. Every collision process documented in Section has a collision cross-
section that varies with electron velocity or energy. Since each collision is defined by
a probability, it is usual to culminate all of the individual probabilities into one total
collision cross-section, which is a measure of the probability of a particle being scattered

during a collision.
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2.1.6 Floating substrates and sheath formation

As defined so far, plasma is made up of an equal number of electrons and positive ions
moving randomly in a sea of electrically neutral atoms and molecules. The plasma
density is defined as the electron or ion density which is usually much less than the
density of the neutrals present. It can be shown that the flux of particles (ions, electrons,

or neutrals) per unit area, ®, is

d=— (2.10)

where n is the density of the particles of interest and v is their mean speed, calculated
using (2.3)). Following this, the current densities to a small electrically isolated substrate
suspended in the plasma will [21] be

€NeVe

e == (2.11)
ji= (2.12)

where j. and j; are the electron and ion current densities respectively. As ¥, is much
greater than v;, the electron current is much greater than the ion current, leading to a

build up of negative charge on the isolated substrate.

The accumulated negative charge repels further incoming electrons to the substrate
and attracts slower moving positive ions. The charge continues to build until eventually
the electron flux to the substrate is retarded such that it evenly balances the ion flux.
Apart from disturbances in potential such as this accumulated charge, the plasma is
equipotential at the plasma potential, V,,. The isolated substrate in the plasma is charged
to the floating potential, Vy. Because Vy repels electrons, it is at a lower potential than
Vp. Since electrons are repelled from the substrate, a region of net positive charge
forms in the space around the surface of the substrate. This region of positive charge is
known as a sheath and has an associated space charge density p around it [2I]. Poisson’s

equation relates the variation in potential V' with the distance = across the sheath.

2V )
- 2.13
dz? € (2.13)
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where ¢, is the permittivity of free space. The electric field across a distance x changes
in non-equipotential regions such as the sheath. The sheath has a net positive charge
that causes a reduction in electron density close to the substrate and also a reduction in
the amount of luminescence from this region (because of less electron impact collision

processes). Hence, the sheath appears as a dark space around an object in the plasma.

The only electrons that can penetrate the sheath by overcoming the sheath voltage
Vp — Vy, are those who strike the sheath with energy greater than e(V, — V¢). The
fraction of electrons able to achieve this, n., is found using the Maxwell-Boltzmann
equation (Equation (2.4)) such that [21]

n/
e — exp| —

Te

Vo — V) Vf)] (2.14)

kpTe

The only electrons that make it through the sheath begin with a very high energy,
and after traversing the sheath this is reduced to approximately v, by the sheath voltage.
The sheath has the effect of accelerating the ions that enter it, where they eventually
strike the substrate surface with the energy of the sheath voltage, assuming no inter-

particle collisions within the sheath itself.

The effects of the sheath, however, do not cease at the line where the ion and
electron densities become equal again. There exists a quasi-neutral transition region of
low electric field that extends into the plasma [21], first discovered by Bohm (1949).
This region is known as the pre-sheath, and its effect is to increase the speed of the ions

approaching the sheath.

Using the principles of conservation of momentum and energy, Bohm showed that

the ions entering the sheath must have an initial velocity of

v; = (kBTef. (2.15)

where m; is the mass of the ions. The ions acquire this energy in the pre-sheath
region, which gives ions a directed velocity by the time they strike the substrate [22],
hence increasing the ion flux to objects in the plasma. The separation of plasmas into
quasi-neutral bulk regions and positive space charge sheaths is important in all plasma
discharges because the directionality of ions striking substrates is important for many
plasma processes. In the bulk plasma region, the instantaneous and time averaged

electric fields are low, whereas in the sheath regions, high electric fields are present.
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2.1.7 Debye Length

The Debye length A; is a measure of the distance over which mobile charge carriers
(e.g. electrons) screen out electric fields in plasmas. The Debye length is a measure
of how rapidly a perturbation in potential is attenuated in the plasma, and its value is

approximately calculated [21] as

1
kpTee, \ 2
Ad = . 2.16

d < Ne€2 ( )
The shielding effect occurs because if a charge appears in a plasma, opposing mobile
charge carriers cloud around it and shield its effect from the surrounding plasma. Ay
increases with increased T, and would collapse to an infinitely thin layer in the absence

of thermal movement [24].

Such charge screening maintains the quasi-neutrality of the plasma as a whole. After
one Debye length, perturbations in charge are reduced to 0.37 of their initial value. The
edge of the cloud that surrounds points of charge could be seen as the point where the
electrostatic potential reduces to the thermal energy of the electrons and ions in the rest
of the plasma, ~ kgT.. Effectively, a charge at a point in a plasma will be affected by
interactions with other particles that fall within a sphere with a radius of one or two
Debye lengths. For particles outside of this sphere, the effect of the interactions will be
negligible.

2.1.8 Secondary electron emission

Secondary electron emission is the emission of an electron that occurs when a particle
strikes a surface. Secondary electron emission can occur for ion, electron, photon and
neutral bombardment. The secondary electron emission coefficient is defined as the
average number of electrons emitted per incident particle [21]. The secondary electron
emission process is an important source of electrons for plasma discharges, contributing

electrons to the discharge to counteract electron loss mechanisms.

A secondary electron emission coefficient can be defined for every type of particle in
the plasma that comes in contact with the surface in question. Both the secondary elec-
tron emission yield from electron bombardment and from ion bombardment depends
heavily on the surface chemistry of the bombarded surface. This dependence is im-

portant in manufacturing processes where the target surface can be changed in time.
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The emission coefficient also varies with the incident ion or electron energy. In general,

insulators have a much larger secondary electron emission yield for ions than conductors.

Secondary electron emission as a result of photon bombardment of a surface is well
understood and is known as photoemission. Photoemission occurs if the incoming photon
has enough energy to remove one of the outermost electrons from the atoms of the
surface. This energy is known as the work function, ¢, of the metal. Photoelectric

yield is generally a low value, but rises with increasing photon energy, Ep, = hfp.

2.1.9 Plasma oscillations

When the quasi-neutrality of a plasma is perturbed, the plasma reacts to restore its
neutrality, causing waves and oscillations to move through the plasma particles. These
waves can be electromagnetic or acoustic (longitudinal) waves, and are known as plasma

oscillations.

In the case where a set of the electrons in the plasma are moved by a small amount in
one direction, a group of positive ions will be left behind. The electrons will immediately
be attracted back to the ions by the excess positive charge, overshoot their original
positions, and then return again. This movement repeats until the electrons settle,
resulting in very fast, small amplitude oscillations that occur at the plasma frequency

given by [21]

e2n,

1
— H 2.17
come 2 (2.17)

p =
assuming ions of infinite mass. The plasma frequency is generally in the gigahertz

range.

The waves that move through the ions in the plasma act in a different manner,
and behave as ion acoustic or sound waves, which are longitudinal oscillations of the
ions much like acoustic waves travelling in neutral gas. Similar to electron waves, ion
waves are caused when the ions move from their equilibrium positions. The surrounding
electrons can move quickly enough to shield out the electric field caused by this ion
movement. However, since a portion of the electron motion is random thermal motion,
the shielding effect is not perfect, allowing electric fields to leak out and create the ion

acoustic waves. The speed of the waves ¢, is given [22] by
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T,
cs Fple (2.18)
m;

Because the ions have a much larger mass than the electrons, the ion oscillations are
much slower than the electron oscillations, typically having a frequency between zero
and the megahertz ranges. Particularly slow ion acoustic waves can be detected with

the naked eye as variations in the luminous intensity of the plasma .

2.2 Basic plasma discharges

In this section, a description of two basic plasma discharges are provided, direct current
(DC) and radio frequency (RF) discharges. Although most plasma processing applica-
tions use a RF excited plasma, DC discharges are simpler to analyse and many of the

principals transfer to RF plasmas.

2.2.1 DC discharges

A DC discharge is created by applying a DC potential between an anode and a cathode
inside of a chamber filled with a low pressure gas. As free electrons and ions that exist
in the gas from random thermal processes accelerate under the influence of the electric
field between the electrodes, ionisation of other molecules begins as described in Section
The gas will take on the familiar glow of a plasma as the process continues due

to the excitation and relaxation processes occurring between the excited particles.

DC discharges consist of several distinctive regions of glowing and dark spaces. Fig-
ure [2.3| shows the regions that appear, most of which are visible with the naked eye. The
positive column varies with the length of the discharge tube, all other parts remaining
a relatively constant size until the tube is made too small to have a positive column.
The smallest size of discharge tube within which a plasma can be maintained is approxi-
mately twice the dark space thickness; at any smaller sizes the discharge is extinguished
[21].

To maintain a continuous current in the system, the currents to each electrode of the
discharge seen in Figure must be equal. Typically the cathode may be at a potential
of —2000V/, and have a current density of 0.3 mA/ecm?, which is much less than the
random electron flux expected at the electrodes when calculated from Equations (2.11))

and (2.12)). Hence, it is assumed that electric fields exist to retard the electron flux at
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FIGURE 2.3: Structure of a DC excited plasma discharge. Several distinguishable
regions form as a result of the collision processes occurring under the influence of the
DC potential between the anode and cathode.

both the anode and the cathode, i.e. the plasma is at a higher potential V), than both
of the electrodes. However, some current still flows, so the anode is more positive than
Vr, the floating potential (Section [2.1.6). Figure shows a simplified model of the

potential variations across the discharge.

Cathode Anode
Plasma Anode
voltage sheath voltage
Vp """""""""""" \ L~ | V;?
0V Y
2000V 4V,
Cathode
sheath voltage
—2000 V| [l ¥

FIGURE 2.4: Voltage distribution in an example DC glow discharge process [21]. The

plasma does not take a potential intermediate between those of the electrodes, but

rather it is the most positive body in the system. The electric fields at the sheaths are
such as to repel electrons from the electrodes.

For the discharge to be continuous, the energy losses from the discharge must be
balanced by the energy input, and all recombination and relaxation must be balanced

by ionisation and excitation.

In the cathode region of the discharge, secondary electron emission from the cathode

plays a considerable part in electron impact ionisation in the cathode sheath region. Each
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secondary electron can produce an avalanche effect of ionisation in the sheath area due
to the strong electric field, helping maintain ion flux to the cathode. Fast electrons are
also generated in the cathode sheath. These fast electrons are electrons that manage
to travel through the sheath without collision with other particles, gaining all of the
energy from the sheath potential. Such electrons have a small collision cross-section due
to their high speeds and are likely to traverse the full discharge to impact the anode

with considerable energies.

At the anode, the sheath is typically one order of magnitude smaller than that at
the cathode. The fast electrons that are generated at the cathode strike the anode and
create further secondary electrons that are accelerated by the anode sheath back into
the glow region. These secondary electrons are a major source of electrons and energy to
maintain the glow region of DC discharges. The anode sheath is of sufficient magnitude
to repel some of the random electron flux from the plasma bulk. However, this repulsion
is not as strong as for floating substrates since the net current to the anode is maintained

to be an electron current.

The negative glow region of the discharge consists of an ionised gas of approximately
neutral charge overall. However, due to the fast electrons produced at the cathode, this
plasma is unlike the simple plasmas described in Section Collisions between neu-
trals, metastable ions, and thermally excited electrons are the main sources of ionisation
in the glow region. The electrons remain trapped in the glow region due to the potentials

of the cathode and anode sheath regions.

A full description, and a more detailed physical examination of the constituent parts
of the discharge, is provided in [I8], [21I] and [24]. A more detailed summary has also
been completed in [25].

2.2.2 RF discharges

For most industrial applications, glow discharge processes are powered using oscillating
electric fields, with high frequency power supplies. RF discharges are different from
DC discharges since there are no dedicated anodes or cathodes, and no defined floating

potential.

Why use RF?

The main reason for using RF discharges in plasma processes is that a DC bias cannot

be applied to a semiconductor wafer in a processing chamber, as some of the layers
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of the wafer may be made up of insulating materials. A DC bias is useful in plasma
processing applications to ensure that reactive species are attracted to the wafer surface
in a directional manner. Insulating layers ensure that upper layers on the wafer surface
behave as electrically isolated conductors that assume the floating potential and are un-
usable for processing applications where directional ion fluxes and energies are required
at the wafer surface [2I]. It is, however, possible to impose a time-averaged DC bias to

insulators using RF frequencies [22].

If the cathode/target in an RF discharge is an insulator, it gathers positive charge by
losing electrons to incoming ions attracted during the negative parts of the RF cycle, and
this positive charge is neutralised by electron bombardment during the rest of the cycle.
With low RF frequencies (~ 50 Hz), an on/off effect is observed where a series of short
duration DC discharges are created. To create a continuous discharge, high frequencies
are necessary, and in practice, a discharge can be maintained with frequencies above

approximately 100 kHz [21].

Another advantage of RF frequency excited discharges is that they are more efficient
at promoting ionisation and sustaining the discharge [21] than their DC counterparts.
The enhanced ionisation arises from the fact that the movement of the electrons in the
discharge are fast enough to be modulated by the applied RF frequency. Let us take
for example an electric field of £ of amplitude £, and angular frequency w along the x

direction.

& =¢&pcoswt (2.19)

The electron position and motion can be derived as

med = —e&y coswt
. elo .
T =— sin wt
Mot (2.20)
e&o
T = 5 COS wt
MeW

x gives the electron displacement from a point centered between the electrodes. The
enhanced ionisation of RF discharges, when compared to DC discharges, arises when
electrons make elastic collisions and reverse direction at the same time as the electric field
reverses polarity. In this way, electrons can rapidly gain energy to reach the ionisation
energy of the neutral atoms, for quite weak electric fields [2I]. The electrode sheaths
are also modulated by the RF frequencies and electrons can “collide” with these also,

rebounding into the discharge with a greater momentum.
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The RF discharge does not have as many clearly defined regions as the DC discharges
shown in Section [2.2.1] Rather, RF discharges consist typically of only three parts:
two electrode sheaths and the plasma bulk. The discharge is maintained by secondary
electrons from ion bombardment of the electrodes, by exciting electrons in the plasma
glow via the oscillating electric field, and finally by exciting electrons that “collide” with

the modulated sheath.

Discharge frequency

The frequency of the RF power applied to the chamber electrodes determines whether

electrons are trapped in the inter-electrode space, or lost to the electrodes in each half
elo

Mew?

which arises from Equation (2.20)). Equation (2.20) was derived without taking into

account the electron collisions in the plasma. Introducing a term v, as the collision

cycle. The maximum displacement of electrons during each half cycle is given by

frequency for momentum transfer, the maximum displacement x,,q, can be shown [1§]

to be
€ 1

Me (V2 + w?)z

Tmazr =

(2.21)

With an inter-electrode spacing of d, the cutoff frequency f.. for which electrons are

trapped between the electrodes is found when 4, = %d, and given [24] by

e§

TMeled’

Jee = (2.22)

assuming that v, > w. If f > fe, where f = w/2m, the electrons become trapped
and oscillate between the two electrodes. These electrons are now only lost from the
inter-electrode region by lateral diffusion and other loss processes. Because ions have
a much greater mass than electrons, the oscillatory motions of ions will be less by a
factor of ~ m;/m. ~ 103, and so the ions can be considered relatively stationary at high
frequencies. At frequencies above f.., a true continuous RF discharge is maintained

between the electrodes.

Self-bias of electrodes

As electrons in the discharge have a much smaller mass than that of the ions, their
velocity is more affected by the applied RF field. Hence, for the same electric field,
electrons carry more current than ions. In a discharge excited by a voltage with a

square wave shape, more electrons strike the target electrode during positive sections
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of the cycle than ions during the negative sections, resulting in the target assuming a
negative bias (assuming the target is isolated from ground via a blocking capacitor or has
underlying insulating layers). As a result, high energy ion bombardment is alternated
with low energy electron bombardment at the target, ensuring that there is a fixed

current conducted during each portion of the RF cycle.

When the applied voltage has a sine wave shape, the resulting voltage at the target
electrode will be the same shape but offset in the negative direction by a fixed voltage
known as the dc offset voltage. The target electrode has acquired a self-bias Viiqs as
seen in Figure While large ions may not move quickly enough under the influence
of the applied RF power, they are accelerated by the persistent DC bias on the target

electrode.
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FIGURE 2.5: Voltage waveforms at the generator and target in an RF discharge. The

electrode acquires a negative bias with respect to the applied potential from the gen-

erator. This effect is due to the relatively high mobility of electrons compared to the
ions in the discharge.

Voltage distribution in RF systems

For many applications, the energy of the ions that strike the surfaces of the electrodes,
targets, and chamber walls is an important parameter. This energy is related to the
voltage drop across the sheath at the plasma-surface interface. For the parallel-plate
type RF reactor of unequal electrode areas shown in Figure [2.6] the relationship between

the electrode voltage drops, Vi and Vs, and the surface areas of the electrodes A; and

Ay is given [24] by
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1% A\
— = —= . 2.23
N ( A1> (2.23)

V1 and A; refer to the powered electrode, where the wafers are placed, and V5 and
Ao refer to the grounded electrode. In some processing tools, the wafers are placed
on a grounded electrode, and power is supplied to the other. A theoretical work by
Koenig and Maissel in 1970 gave the exponent ¢ a value of 4, using a simplified plasma
model. Their scaling law is restricted to low pressure situations and assumes also that
the current density is equal at both electrodes and therefore, cannot be applied to all
circumstances. The actual value of ¢ is typically found to be < 2.5 at higher pressures
where collisions become more influential. A detailed discussion on the factors affecting

g and the ¢ for a number of chamber configurations is given in [I§].
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FIGURE 2.6: Voltage distribution in an parallel plate RF discharge with unequal elec-
trode sizes [24]. In this diagram, A; < Ag. A larger sheath voltage is formed at the
electrode with smaller surface area.

Hence, wall sheaths can be reduced and ion energy to the target can be increased by
reducing the target surface area. However, current trends in microprocessing techniques
require target areas/wafers that are becoming larger, which reduces the wall to target
area ratio. This tends to increase the wall sheaths in the processing chamber, and

encourage high energy ions to participate in wall reactions.
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Matching networks

To maximise the power transferred from the power supply to the plasma, it is common
practice to include a matching network circuit on the powered electrode supply circuit.
Power is not transferred efficiently if the RF power source is connected directly to the

plasma discharge.

To understand this, the discharge is modelled as a complex load Z; with resistive
R; and reactive X; components such that Z; = R; + jX;. The RF power source is
modelled as an ideal voltage source V; with complex amplitude ||V;|| in series with a
source impedance Zs; = Rg + j X (a Thevenin equivalent representation). The current

in the circuit has a complex magitude ||I||, which is given by

Vsl

Il = —————.
=1z, %z

(2.24)

The average power dissipated in the plasma is given by the square of the mean

current multiplied by the resistive portion of the plasma impedance

1 L vl Y
P=1* R=-|I°’Ri==(—="--—] R 2.25
= ot = gliPR =5 () (2.25)
1 Vs[> Ry
P== 2.26
"2 (R R (X, + X))2 (2.26)
The maximum power transfer from the source to the load is obtained when X; = — X
and R; = R, such that
1|Vel?
Pmax = g H RSSH 5 (227)

and the source and the load are said to be matched [1§].

Typically, R; < Rs; and X; # — X and so maximum power transfer is not achieved
with a direct connection between the power source and plasma electrodes. A matching
network circuit between the RF source and the plasma discharge is used to achieve
maximum power transfer as shown in Figure The matching network is designed to
present a purely resistive load to the generator equal to the resistance of Rs. Typical

RF generators have an output resistance of 50 2.

Matching networks contain variable elements that allow the impedance presented
to the RF generator to be changed in order to match the changing plasma parame-

ters. For parallel-plate plasma reactors, the plasma discharge is typically found to be
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FIGURE 2.7: Matching Network between plasma and generator. The matching net-
work is automatically controlled to ensure that maximum power transfer between the
generator and the discharge is maintained.

capacitive, with the capacitance changing in response to changes in the process (tem-

perature, pressure, gas flows etc.). A typical three element matching network is shown

in Figure [2.8] This configuration is known as a “pi” network, due to the configuration

of the three impedances. Three element networks typically consist of a fixed inductance

value in combination with two variable capacitive elements, termed the load and tune

capacitors. Two element “L-type” networks are also used extensively for low resistance

loads.

RF

Source

Process
Chamber

Ficure 2.8: RF Matching Network in pi configuration. Two variable capacitors are
used to allow the matching network to adjust to counteract for the variable complex
impedance presented by the process chamber. The pi-network configuration gets its

name from the shape of the inductance and dual capacitor circuit.

The matching network maximises power transfer to the plasma by ensuring that the

load that the RF power source sees is purely resistive, and protects the generator from

any reflections that may be induced in the power circuitry. The tunable vacuum capaci-

tors tend to be large and expensive [22], and considerable RF expertise is required to set

up the matching network, as every wire has an appreciable inductance and capacitance

at the high frequencies in use.
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2.3 Plasma etching

With a basic understanding of plasma discharges, plasma etch is now examined. Plasma
etching is the use of a plasma to remove material from a surface in a controlled manner.
The main process is the reaction between the ions created in the plasma with material
on the target surface. This reaction is engineered to form a volatile etch product that
is removed by means of a gas flow through the entire plasma etch chamber. Ions from
the plasma are attracted to the wafer surface by a DC bias voltage on the wafer. The
ions are accelerated towards the wafer in a highly directional manner by means of the

bias voltage and sheath voltage at the wafer surface.

2.3.1 Why plasma etch?

Before the advent of plasma etching (pre 1960), the first etching processes used liquid-
phase (“wet”) etchants. Although cost effective and often providing infinite selectivity
(the ability to etch one material and not another), wet etching produces an isotropic etch,
that is etching that proceeds in all directions simultaneously. The minimum feature size
of such techniques is hence limited, and plasma etching (sometimes called dry etching)
is required to obtain a more directional or anisotropic etch to cater for the dense packing

of today’s microchips.

Let us assume a surface where the lithographic pattern is in the x-y plane and the
z direction is normal to this plane. An etch process is described as isotropic if the etch
rate in the x, y and z directions are equal [26]. Anisotropic etch processes usually have

etch rates which are faster in the z direction as shown in Figure [2.9

Since the ions of a plasma discharge bombard the wafer surface in a downward
direction governed by the sheath voltage and the DC bias that is placed on the wafer,
a highly directional etch can be achieved using plasma etch for two main reasons [27].
Firstly, ion bombardment damages the wafer surface so that it becomes more reactive,
and secondly, the bombarding ions help remove etch-inhibiting species from the surface.
Ton collisions in the sheath can reduce the directionality of the approaching ions, resulting
in sidewall bombardment and some lateral etch. This effect is counteracted with reduced
chamber pressure to lower the number of neutrals present in the sheath, reducing the

number of collisions that occur.

Plasma etching is typically used to remove thin layers from wafer surfaces. The
etch is complete when the layer is fully etched and the etched trenches have attained

a desirable profile. Accurate detection of this end point is crucial to prevent unwanted
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FIGURE 2.9: Isotropic and directional (anisotropic) etch profiles. There is a limit to
the smallest achievable feature size that can be etched using isotropic etch methods.

etching of the next layer. Manufacturing processes typically include an over-etch step
that uses less aggressive chemistry than the main etch step to clear all material from

the bottom of etched trenches once end point has been detected.

2.3.2 Plasma etch mechanisms

There are a number of different mechanisms that occur during the etch of a wafer surface.
The complete etching process can be reasonably approximated by the following steps
[22):

1. Reactive species are created by electron collisions in the plasma.

2. Reactive species are transported to the wafer surface by means of the DC bias on

the wafer and the sheath at the plasma-surface interface.
3. The species are adsorbed on the surface (physisorption or chemisorption)

4. The etch product is formed on the wafer surface by dissociation of the reactant,

formation of bonds to the wafer surface or diffusion into the surface.
5. The volatile etch product desorbs from the wafer surface.

6. The etch product is transported back into the plasma.
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Figure [2.10] shows a schematic of the processes that are occurring in a simplified
plasma etch chamber. With this overall view of the etch process, details of the reactions
and mechanisms that occur are now examined.

Chamber Wall

Deposition on wall Wall erosion

Redeposition

Gas In > |Incoming Gas Pumpout 7o Pump >
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FIGURE 2.10: Schematic of Etch Process [27]. Reactive etchant species are created
in the plasma which react with the wafer surface to form volatile etch products. A
continuous gas flow is maintained to replenish the supply of etchant species.

Spontaneous surface etching

Spontaneous surface etching, or chemical etching, is a chemical method in which neutral
reactive species generated by the plasma interact with the materials surface to form
volatile products [27]. Examples of such processes are the reactions between F with Si,

or Cly with Al

Chemical etching usually provides good selectivity, isotropic etch profiles and a low

ion-bombardment-induced damage to the wafer. The etch rate of chemical methods
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depend on a number of factors such as the chemicals in use, the temperature of the

surface and the silicon doping level. More details on these effects are discussed in [22].

Mechanical etching

This type of etching is a more physical process than chemical etching and is also known
sputter etching. During sputter etching, the target surface is bombarded by high-speed
positive ions. With the energy of each impact, particles are physically removed, or
sputtered from the target surface. Most of the particles are ejected by momentum
transfer from the incoming ions. The bombarding ions are accelerated by the sheath
potential as they approach the wafer surface and their impact energy can be controlled
by adjusting the bias voltage on the wafer. Sputtering yield is affected by the angle of

collision, ion bombardment energy and the mass and energy of the incoming ions [22].

Sputter etching yields very directional etch performance, but results in surface dam-
age from ion bombardment of the wafer. Selectivity is difficult to achieve during sputter
etch [27].

Ion-enhanced chemical etching

This is a hybrid technique, that uses a physical technique to enhance the chemical etching
of a surface. First discovered in 1979, early experiments found that when a surface is
exposed simultaneously to both chemical etching neutrals and ion bombardment, the
resulting etch rate was greater than the sum of each method individually. This famous
experiment was carried out by Coburn and Winters [26], using XeFy and Art to etch

Silicon. Their findings are shown in Figure [2.11

During ion-enhanced chemical etching, the bombarding ions give energy to particles
on the surface and encourage the etching reaction. Studies have demonstrated that ions
with a greater mass contribute to faster etching since they dissipate more energy on the

target surface [22].

The combination of etching mechanisms takes the advantages of each technique indi-
vidually, and is associated with anisotropic etch profiles, good selectivity and relatively

little ion-bombardment damage to the wafer surface [27].
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FIGURE 2.11: Enhancement of chemical etching etching via ion bombardment. These
results were first obtained by Coburn and Winters in 1979 [26] using XeF3 and Art to
etch silicon surfaces.

2.3.3 Selectivity and Polymerisation

Selectivity in an etch process is the ability to alter the etch rate of one material compared
to another. Selectivity allows finer control over the etch process and ensures that only
the required material is etched from the wafer surface. As an example, the etching of
silicon (Si) and silicon dioxide (SiO2) using a CF4 discharge is examined. In this process,
through electron impact ionisation, CF4 molecules are dissociated (in 90% of cases) [21]

as
e+ CFy — CF§ +F +e

Less often, CF;L and CFT are produced. The CF; molecules bombard the silicon
wafer surface under the influence of the sheath voltage and applied DC bias. The impact
energy at the surface cause the molecules to dissociate further into carbon and fluorine
atoms. The fluorine atoms F react readily with the silicon to form SiFy, a volatile
product that desorbs from the wafer surface and is transported to the exhaust of the

etch chamber.
Si + 4F — SiFy
Silicon Dioxide (SiO2) is etched in a similar process such that

SiOy + 4F — SiF4 + Os.
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The carbon that remains on the surface after the etching reactions is removed by
forming carbon oxides using oxygen from the discharge. Without the use of oxygen, the
carbon forms CoFg and desorbs back into the plasma. This formation of CoFg consumes
fluorine, hindering the silicon etch process. On SiOy surfaces, oxygen is more readily

available as a product of the etch reaction and so the carbon atoms are removed easily.

Introducing variations in the gaseous make up of the plasma allows the selectivity
of the etch process to be adjusted as required. It is possible to increase the etch rate of
silicon by adding oxygen to the discharge. This oxygen removes the carbon produced
during the etch reaction readily from the wafer surface, exposing it for further etching
and freeing up more fluorine atoms so that etching can proceed faster. The addition
of hydrogen gas to the discharge causes the etch rate of Si to decrease while the SiOq
rate remains fairly constant [24]. Hydrogen has a high affinity for fluorine and readily
forms HF [21]], reducing the number of F atoms available for etch, hence reducing the
etch rate. In SiOq, this effect is less dramatic as it is offset by the “built-in” oxygen
supplied by the etch reaction. Effectively, the F:C ratio in the plasma is adjusted in this
selectivity tuning process. Solid materials can also absorb fluorine from the discharge
to reduce the F:C ratio, or the input gas could be changed to one that contains fewer

fluorine atoms per carbon atom, e.g. CsFis.

Hence, high selectivity of SiOs etching over Si etching is achieved by limiting the
F:C ratio. However, a coating of carbon in the form of a polymer (CF32),,, begins to form
on all surfaces in the chamber if the F:C ratio is sufficiently limited. The condensation
of these polymers from the plasma onto surfaces is known as plasma polymerisation
which stops the etching process everywhere. The achievement of high SiOs selectivity is
therefore an exercise in trying to get as close to the onset of polymerisation as possible
[24] while still etching SiOs.

Ton bombardment of the wafer surface slows the onset of polymerisation on the wafer
surface. Often, polymerisation can be occurring on the walls of the plasma chamber, but
under ion bombardment, etching is simultaneously occurring at the wafer surface [21].
Polymerisation can be used to form protective coatings in some applications, and so is
not always unwanted. A combination of polymerisation on the walls of etched trenches
with directional etching at the bottom of the trenches can be used in some processes to

produce very high aspect ratio trenches on wafer surfaces.
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2.3.4 Uniformity

Uniformity in plasma etch refers to two things: the evenness of etching across a single
wafer and the degree to which etch rates are maintained from wafer to wafer in the same
chamber [24].

Uniformity across a single wafer requires spatial uniformity of plasma properties such
as plasma density, species concentrations, and electron temperature, across the entire
surface of the wafer. A uniform supply of etchant chemicals to the wafer area is important
to maintain a consistent etch rate, and is often achieved via a shower-head gas delivery
system. Etch rates can also vary across the wafer depending on feature size and pattern
density. These uniformity problems fall under two categories - aspect ratio dependant
etching (ARDE) and pattern dependent etching, or micro-loading [27]. The aspect ratio
of an etched trench is the ratio of the depth of the trench to its width. ARDE causes
trenches in the wafer with a large aspect ratio (> 5 : 1) to etch more slowly than trenches
with a smaller aspect ratio (mainly due to gas transport limitations). The loading effect
in plasma etch is the effect that different exposed areas on the etch wafer surface have
on the etch rate achieved. Differing exposed areas lead to different consumption rates of
etchant species from the plasma. Micro-loading occurs when etchant species are depleted
from localised areas of the wafer due to uneven distributions of exposed substrate across

the wafer surface.

Uniformity between different wafers processed in the same chamber depend on a
variety of effects that can be difficult to quantify. Etch chambers typically undergo
scheduled preventative maintenance (PM) operations on a regular basis that can dra-
matically alter the operating characteristics of the etch process as components are re-
placed and/or cleaned. As wafers are processed between each PM event, etch chambers
undergo a conditioning effect where material arising from each etch cycle is deposited
on the chamber walls. This conditioning can alter the chamber behaviour, influencing
the etch rate achieved for each wafer. Etch chamber performance is typically monitored
in fabrication environments through the use of statistical process control (SPC) [9] and
regular cleaning and maintenance cycles are used to keep process performance within
specifications. Etch behaviour also differs between wafers processed in individual lots
as etch chambers heat and condition due to repeated etching processes. The first wafer
effect describes the typical phenomenon whereby the first 1-2 wafers etched in each lot

yield considerably different results compared to the remaining wafers.
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2.3.5 Plasma property effects

The etching plasma is highly sensitive to variations in the plasma chamber conditions.
The main characterising properties are the etchant gas, the chamber pressure, the fre-
quency of the discharge, the gas flow patterns, and the size and shape of the chamber
itself [24]. In this section, the effects of pressure, frequency, and gas flow on the plasma

are examined in some more detail.

Pressure effects

The pressure of the plasma chamber influences the properties, and hence the etching

behaviour, of the plasma [24]. The plasma properties influenced include:

1. RF voltage amplitude, which affects sheath potential and ion bombardment energy,

2. Sheath thickness, in situations with mobility controlled ion motion (collisional

plasmas),
3. Electron temperature, which controls ion-to-radical abundance ratios, and

4. Relative rates of different chemical processes in the plasma.

The most dramatic effect of pressure variation is on the sheath potential. As pressure
decreases below approximately 1 Torr, the sheath voltage drops begin to increase sharply
[24] and the increased potential causes ions to strike the target with much more energy.
Since the mean free path of particles is inversely proportional to pressure, this also
adds to the higher energy ion flux to the surface, shifting the main etch mechanism
from chemical to physical etching. There is a threshold value for this shift to occur
that depends on the ions used and the surface being bombarded. Too high of an ion

bombardment energy can lead to damage of the wafer surface and a loss of selectivity.

Frequency effects

As well as DC and RF excited plasmas, there are also those that are created using
microwave energy. RF discharges usually operated at 13.56 MHz, because this frequency
has been set aside by the Federal Communications Commission (FCC) authority to
avoid communications interference. Microwave discharge sources usually include wave-
guides, magnetrons and other speciality equipment, and operate at 2.45 GHz, again in

accordance with FCC regulations.
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The frequency used to excite the plasma discharge affects the plasma properties in

a number of different ways [24]:

1. Frequency can affect the spatial distribution of species and electric fields across

the discharge.

2. Frequency determines whether the energy and density of species in the plasma are

constant or fluctuating in time.

3. The frequency of the RF power controls the electron energy distribution, thereby

affecting ion-electron interactions.

Frequency also has an effect on etching behaviour in an etch chamber, affecting
selectivity ratios, polymerisation activity, and etch rates. Considerable research has

been done in this area, and is discussed in the text by Sugawara [24].

Gas flow rate effects

Etch rates vary significantly with the flow rate of the reaction gases. Flow rates are
measured in “standard cubic centimetres per minute” or sccm. One sccm is a cubic
centimetre of gas at standard temperature and pressure (STP), that is 273.15 K (0 °C)
at 100 kPa (1 bar).

In general, etch rates increase rapidly as flow rates increase, reach a maximum, and
then tend to fall off as the flow rate increases further. With very low flow rates, the
etch rate is limited because etch products dominate the discharge for a considerable
time before being replaced by the inflow of new etchant gas. The consumption rate of
etchant species is related to the exposed area on the wafer being processed. To achieve
maximum etch rate, the gas flow rate must be altered so that new etchant species are
supplied to replace the etch products in a timely fashion. However, 100% utilisation of
the etchant species is difficult to achieve since etchant species are lost unpredictably to

the chamber walls and other surfaces.

As the gas flow rate is increased further, the etch rate is reduced because etchant

species exit the chamber before they etch the target surface.

2.4 Plasma processing reactors

Plasma processing systems used in industry have four main subsystems [22]:
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1. The vacuum system: Base pressures in plasma processing chambers, before gas in-
troduction, are as low as 1076 Torr. Such low pressures are typically attained using
a combination of two pumps. Firstly, a turbo-molecular pump, or turbo-pump, uses
a high speed fan to remove gas from the chamber. Secondly, a fore-pump, a large
mechanical pump, is placed between the turbo-pump and atmospheric pressure to

reduce the pressure gradient across the turbo-pump.

2. The gas handling system: Gases are introduced to processing chambers in con-
trolled amounts using mass flow controllers (MFCs). MFCs consist of a flowmeter,
a controller, and a valve, and they are located between the gas source and the
chamber itself [28]. MFCs alter the amount of gas passing through them accord-
ing to a provided set point. A large gate valve at the chamber exhaust controls

the gas flow rate out of the chamber and regulates the chamber pressure.

3. The cooling system: The heat generated during plasma processing must be re-
moved to avoid interference with the process and/or product. Chamber com-
ponents are typically water cooled to control their temperature. The wafer is
maintained at a constant temperature by feeding a coolant gas to the backside
of the wafer. Electrostatic chucks are typically used to hold wafers in place in
etch chambers, where a DC voltage is placed on the chucks to induce an opposite
charge on the back of the wafer and fix it in place. The wafer coolant, typically
helium, passes through grooves in the chuck and along the backside of the wafer,

regulating the wafer temperature.

4. The power system: A steady supply of power is required to maintain a stable
plasma discharge. For RF plasmas, power is supplied by solid state power ampli-
fiers with built in oscillators that generate RF signals [22]. Directional couplers
measure the power flowing to and back from the antenna / matching unit. In
plasma excited using microwave energy, microwaves are produced at 2.45 GHz by
magnetrons outside of the chamber. The microwaves travel down a waveguide,

through a quartz window and into the chamber to excite the plasma.

In this section, three of the main types of processing chambers that are used for

plasma etch are examined.

2.4.1 Capacitively coupled plasmas

Capacitively coupled plasmas (CCPs) are plasmas in which power is capacitively trans-

ferred to the input gas to form a plasma. Typically, parallel-plate reactive ion etch
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(RIE) chambers using CCPs consist of two flat circular electrodes separated by a gap in
which a plasma is generated [22]. Such chambers are arguably the simplest type of etch
chambers and were used extensively in industry from their invention in 1970 until the
mid-90s, when newer technology became more widespread. The target wafer is placed
on the lower electrode and fixed in place using a chuck (either electrostatic or mechani-
cal). Electrostatic chucks are preferable because they prevent the wafer surface bulging
from the pressure of the coolant circulated on its backside. RF power may be applied to
either one or both electrodes to produce the plasma. The sheaths between the plasma
and the wafer control the ion flux to the wafer. A schematic of a parallel-plate CCP
chamber is shown in Figure 2.12]

Gas Flow Input

Main RF Powered Electrode

Wafer

| ||
T | | l Grounded Electrode

He Coolant In \ He Coolant Out

Gas Flow Out
Bias RF

FIGURE 2.12: Parallel-plate reactive ion etch (RIE) chamber [22]. The etch chamber
in this diagram is a top powered RIE chamber with a mechanical chuck system. The
plasma is generated capacitively between the electrodes.

Although simple to maintain and understand, parallel-plate RIE chambers have a
number of disadvantages. Firstly, since RF power controls both plasma density and the
magnitude of the sheath voltage, ion flux to the wafer cannot be controlled independently
of ion energy. Additionally, parallel-plate RIE discharges generally produce lower density
plasmas and require higher operating pressures than newer technologies. Finally, the
electron temperature tends to be higher in parallel-plate RIEs, and this can lead to
excessive heating of the wafer. Regardless of these disadvantages, RIE chambers are

still in use today in semiconductor manufacturing plants for some etch processes.

A further modification to parallel-plate RIE reactors is the magnetically-enhanced
RIE (MERIE) chamber. MERIE chambers use permanent magnets behind the wafer

or DC coils around the chamber to generate a magnetic field that is parallel to the
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wafer surface [27]. The magnetic field has the effect of confining electrons to circular
trajectories near the electrodes, reducing losses to walls and increasing collision frequency
and hence plasma density. By confining electron movement, the electron flux into the
sheath is also reduced, which reduces the Coulomb barrier at the sheath (the potential
that normally retards electron flux). The reduction in the Coulomb barrier has the effect
of reducing the RF fluctuation amplitude of the sheath potential. However, the magnetic
fields used by MERIE chambers are known to increase damage to thin oxide layers on
wafer surfaces and potentially cause non-uniformities in the plasma. To decrease non-
uniformities, the direction of the magnetic field can be rotated slowly during processing
[22)].

2.4.2 Inductively coupled plasmas

Inductively coupled plasma (ICP) etch chambers differ from CCP (as shown in Figure
etch chambers since the RF field used to generate the plasma is inductively coupled
to the plasma by an external antenna. ICP chambers are capable of generating high-
density, low-pressure plasmas and allowing independent control of ion flux and ion energy
at the wafer surface [27] through the use of a separate power supply to create a bias
voltage at the wafer. No internal electrodes are used in ICP systems, and no DC magnetic
field is required (as in MERIE chambers). The plasma can be generated close to the

wafer surface by placement of the antenna, allowing high etch rates to be achieved.

The simplest form of ICP is a water cooled copper coil surrounding a cylindrical
chamber in which the plasma is generated. The coil acts as an electromagnet, inducing

an RF magnetic field (and hence an electric field), in the chamber to create a plasma.

Several variations on this design exist. A helical resonator uses a coil that is designed
to naturally oscillate at the drive frequency, allowing the RF power to be supplied to
one end of the antenna only, acting as a tank circuit. A transformer coupled plasma
(TCP) chamber places an antenna in a spiral on top of the chamber so that as much
energy as possible is coupled to the centre of the plasma. A detached plasma source
(DPS) combines the windings of both the helical and transformer coupled designs to
form a dome shaped antenna. The advantage of detached plasma sources is that the
plasma is further removed from the wafer itself, allowing it to diffuse and become more
uniform before etching the surface [22]. Figure provides an overview of the main

ICP sources.
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FIGURE 2.13: Inductively coupled plasma (ICP) sources [22]. In ICP sources, the
plasma is excited by an RF field that is induced in the gas via an external antenna.
A transformer coupled plasma (TCP) uses a spiral antenna at the top of the plasma
chamber, and a detached plasma source (DPS) combines the windings of both the
helical and transformer coupled designs to form a dome shaped antenna.

2.4.3 Electron cyclotron resonance sources

Electron cyclotron resonance (ECR) sources use electromagnetic radiation at microwave
frequencies, along with with strong magnetic fields, to create a plasma. ECR sources
are popular in semiconductor manufacturing since they can produce low-pressure, high-
density plasmas with independent control of ion energy and plasma density. However,
the strong magnetic field and complex microwave waveguide equipment makes these

reactors more complicated and expensive than other chamber designs.

In a magnetic field, electrons rotate around the magnetic lines of force with angular

frequency [24] wee given by

eB

Me

(2.28)

Wee =

where e is the electron charge and B is the magnetic flux density. The frequency wee
is the electron cyclotron frequency or gyrofrequency. In ECR plasma sources, microwaves
oscillating at the electron gyrofrequency w.. are used to rapidly energise the electrons
through a resonance effect in the etchant gases. The energised electrons then proceed

to ionise the surrounding molecules by high speed collisions [24] to create a high density
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plasma. For 2.45 GHz microwaves, the resonance effect occurs at a magnetic flux density
of 875 G.

As shown in Figure in ECR chambers, the wafer and plasma are contained
within a quartz bell jar separate to the microwave entrance. The microwaves enter the
bell jar to reach the plasma gases and excite the plasma. Around the chamber, large DC
coils create a magnetic field that runs through the chamber towards the wafer target.
In some ECR chambers, the bell jar is replaced with a flat quartz window to separate

the microwave entrance from the plasma.

Microwaves Waveguide
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FIGURE 2.14: Electron cyclotron resonance (ECR) plasma etch chamber. In ECR-

based chambers, microwaves at 2.45 GHz are used to accelerate electrons spiralling in

a magnetic field. Resonance occurs at a magnetic flux of 875 G, when the electron
gyrofrequency is equal to the microwave frequency.

A resonance zone is created in the plasma chamber where the magnetic flux density
is constant at 875 G. The resonance zone, usually shaped like a shallow dish, is localised
since the magnetic field in the chamber is non-uniform [22]. Collisions prevent the elec-
trons from gaining excessive amounts of energy, along with the fact that the resonance

zone is of fixed size.

To change the distribution of ions on the wafer surface, the position of the resonance
zone can be changed by varying the currents in the magnetic coils that surround the

chamber. This effort is assisted by the fact that microwaves exhibit a high degree
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of spatial localisation. Hence, the resonance zone where plasma is generated can be

separated from the wafer surface.

The plasma streams, or diffuses, along the magnetic field lines towards the wafer.
An RF potential is placed on the wafer to control the wafer sheath, providing control
over the ion energy to the wafer surface. In this way, the ion energy to the wafer can be
controlled independently of the plasma generation, and this control is one of the main

advantages of the ECR etch chambers.

An in-depth discussion of microwave propagation in plasmas, electron heating mech-

anisms, and further details on ECR etch operations can be found in [22], [18], and [24].

2.5 Measurement techniques

Complete information on the chemical and physical properties of plasma and the etch
process performance is important in semiconductor processing for process monitoring,
process control, fault detection, and process design. Measurement techniques can be di-
vided into invasive and non-invasive subgroups. Invasive measurements are those mea-
surements that require physical interference with the plasma, and affect the plasma
physically. Non-invasive, or remote, measurements are measurements that can be taken
without physical perturbation of the discharge. In this section, some of the more com-
mon techniques used to measure plasma properties and etch variables for both industrial
and academic applications are examined. Particular focus is given to those techniques

used in this thesis.

2.5.1 Optical emission spectroscopy

Optical emission spectroscopy (OES) measures light emitted from a plasma as a func-
tion of wavelength, time, and location, and is one of the most commonly used plasma

measurement tools [22].

In an active plasma discharge, particles are continuously undergoing the processes of
excitation from the sustaining external energy source, and relaxation, which is the loss
of the previously gained energy. As described in Section the energy of the photons
released from a plasma a relaxation process is a function of the gaseous makeup of the
plasma, and the energy levels between which the electrons move. Since each species in

the plasma has an individual electron configuration, and since energy levels are quantised
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to allow only certain transitions, the luminescence from plasma is a characteristic of its

gaseous composition and the excitation levels of its molecules.

In OES, the emitted light from the plasma is examined to gather information about
the internal condition of the discharge. The light is collected from the plasma chamber
and focused by a lens onto a detector. The detector can be a photodiode, a photo-
multiplier, or an optical multichannel analyser (OMA) [22]. With photodiodes, filters
can be used to isolate single wavelengths of interest. Photomultipliers can measure
multiple wavelengths from a limited portion of the complete spectrum and are very
sensitive. Using OMAs with a charge-coupled detector (CCD), the complete spectrum
can be recorded at a regular interval to monitor plasma processes. While typical OES
devices measure the full spectrum from the plasma emissions, it is not unusual to employ
momnochromators, which are devices that only measure the emission at one wavelength,
for process monitoring applications such as end point detection. A series of spectra
recorded at regular intervals during a plasma etch process are shown for example in
Figure Shifts in the characteristic peaks of the spectra occur when the gaseous

makeup of the plasma changes, corresponding to different steps of the etch process.
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FIGURE 2.15: Optical emission spectra collected during a multi-step plasma etch pro-
cess.

Information about the discharge is determined by comparing the wavelengths of the
light emitted from the plasma to known emission spectra from atomic and molecular
species. Typically, relative species concentrations are determined by analysing emission
intensities. With correctly calibrated spectrometers, comparisons of the intensities of
different wavelengths can be used to calculate electron temperature, density and ionisa-

tion fraction of plasmas [22].
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Unfortunately, the intensity of the emitted light depends not only on the density of
the species of interest but also on the properties of the discharge. The electron density
and electron energy distribution in the plasma alter the effectiveness of a plasma in
exciting given species. To overcome this variability and avoid complex calculations of the
electron energy distribution etc., a baseline referencing technique known as actinometry
[29] is sometimes used. Actinometry involves the addition of an inert gas such as argon
(Ar) in known quantities to the plasma. By comparing the relative intensities of the
emissions from the reference gas with the intensities of emissions from species of unknown
concentration, variations in the electron distribution function can be overcome, and the

species concentrations can be ascertained.
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FIGURE 2.16: Downstream measurement of OES data. In some plasma etch processes,

separate discharges are ignited using the exhaust gases from the etch process for analysis

with OES techniques. This may be desirable in cases where there is no visual access to
the primary plasma discharge.

The main advantage of OES is that it is a non-invasive technique that is easily
implemented on any chamber with visual access to the plasma. In situations where visual
access to the plasma is not available, the exhaust gases from the chamber can be excited
separately to the main plasma, and OES data can be collected in the downstream manner
shown in Figure [2.16, OES provides information in both the spatial and temporal
dimensions [22]. Information is supplied in real time, allowing plasma processes to be

monitored constantly.

OES techniques, however, are not without some disadvantages and complications.
Deposition from the plasma etching process can cloud the viewing window and act as
a filter to the light emissions, thus affecting the recorded spectra. While the spectra
produced by the electron transitions in atomic species are typically made up of strongly
defined peaks that may be relatively easy to interpret, for molecular gases, OES data can
be quite complex and challenging to interpret correctly because of the many vibrational
and rotational energy levels possible. Molecular spectra is typically more spread out

and less predictable. In processing applications, chemical reactions in the plasma can
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also cause chemiluminescence, further complicating the output. Optical spectrometers
are delicate devices that can lose their calibration if physically knocked or interfered
with. Many OES devices have an unevenly spaced wavelength scale, and can also have a
non-linearity in wavelength sensitivities, requiring exact calibration curves for accurate

analysis.

The duration of time for which photons of light are accumulated in the photode-
tector is the integration time. The integration time effectively low-pass filters the light
intensity signals, where longer integration times correspond to lower bandwidths, while
also affecting the signal-to-noise ratio (SNR) of the measured light intensity. Since the
noise level is constant, increases in integration time produce a roughly proportional in-
crease in SNR. The choice of integration time is therefore a trade-off between SNR and
bandwidth of the OES signals. Since a single integration time for the photodetector
must be specified and mean intensities of the spectral lines vary with wavelength, care
must be taken to ensure that weaker spectral lines appear above the noise threshold,
while stronger lines do not saturate the photodetector. Longer integration times are
preferred for a more accurate spectral reading but as integration times increase, satura-
tion becomes an issue and the technique loses its “real-time” essence as the sample rate

decreases.

2.5.2 Laser induced fluorescence

Laser-induced fluorescence (LIF) is a non-invasive optical measurement technique used
to determine the concentration of different species within a plasma. During LIF, optical
emission from the plasma is stimulated through the introduction of laser light at specific
wavelengths to the plasma. Certain electron transitions in the plasma molecules can
be stimulated through photo-excitation by changing the wavelength of the laser light
introduced to the plasma. When the excited electrons fall back to their original positions,
the intensity of the light produced during the relaxation process can be analysed to allow

the species to be identified.

An example of this technique is the use of light with a wavelength of 226 nm to
induce a two-photon excited optical transition of atomic oxygen. The relaxation of the
artificially excited electron releases light at 844 nm [22]. This particular technique is
used to identify and measure the concentration of atomic oxygen in the plasma. As with
OES, LIF is affected by the same problems with window contamination during plasma
processing operations. LIF equipment is complex and expensive and as a result is not

typically installed in manufacturing environments, but confined to research institutions.
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2.5.3 Laser interferometry

Laser interferometry is a non-invasive technique that is used to measure the etch rate
of plasma etch processes using laser light. During laser interferometry, laser light is
directed at the wafer surface at an oblique angle, and the reflected light rays are analysed
using a detector. Typically, the thin layers of material close to the surface of the wafer
are transparent and, at each interface between the layers, the laser light is reflected,
absorbed, or transmitted. Destructive and constructive interference occurs between the
light beams reflected from the top and bottom of each layer. As the thickness of the
layer being etched changes during the etch process, the interference oscillates between
destructive and constructive interference, hence changing the intensity of the reflected
light reaching the detector. The time between the maxima and minima of the intensity
of the reflected light is related to the rate of change of the film thickness (the process
etch rate) [27]. When the layer is completely etched (the process end point), the changes

in intensity stop.

Figure shows a schematic of laser interferometry being used to measure etch
rate. The figure shows an incident ray of light at wavelength A travelling from air of
refractive index ny into a layer of thickness d, with refractive index ny at an angle 6.
As the thickness of the layer d is changed, the interference recorded between reflected
rays 1, 2 and 3 will be altered. Rays 1 and 2 are caused by reflection between the
interfaces of air-film and film-substrate (ng) respectively, whereas ray 3 is caused by

multiple reflections within the film.
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FIGURE 2.17: Laser interferometry [22]. Laser Interferometry is used to measure etch

rate in real time. The measurement of etch rate is achieved by analysing the beat

frequency created by the interference of reflected light from different layers of the wafer
surface.

Laser interferometry requires an abrupt interface change between the individual
layers of material on the wafer surface [22] and to ensure reflection, layers must be

sufficiently thick and transparent. Laser interferometry equipment can be used to detect
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the end point of a process as well as give in-situ etch rate measurements. On the
other hand, the etch rate is only obtained from the point of light impact on the wafer
surface, the reflected signal is less clear from rough surfaces, and as with OES, window
clouding can become an issue as chambers become conditioned. Furthermore, as device
dimensions continue to shrink, the trenches etched on wafer surfaces are becoming too
small to be penetrated by the wavelengths of light used during laser interferometry,

preventing easy measurement of etch rate.

Full-wafer interferometry is an extension to the interferometry process where a CCD
camera is used to collect reflected light from the full wafer surface over time. Unlike laser
interferometry, full-wafer interferometry uses the glow from the plasma as a light source.
Full wafer interferometry is able to measure etching uniformity across a wafer, within
etched patterns, and ARDE, if structural information within etch patterns is available
[22)].

2.5.4 Ellipsometry

Ellipsometry is a popular measurement technique that relies on the polarisation changes
that occur when light is reflected from, or transmitted through, a medium. The changes
in polarisation are a function of the optical properties of the medium, its thickness, and
the wavelength and angle of incidence of the light beam relative to the surface normal
[28].

Spectroscopic ellipsometry uses multiple light beams with different wavelengths, and
is a fundamentally more accurate technique than interferometry for obtaining film thick-
ness. Typically, linearly polarised light is incident on the surface being measured and the
elliptical polarisation state of the reflected light is analysed. The wafer surface structures
are modelled, and the model parameters, including the thickness of the surface layer of
interest, are changed iteratively using an optimisation technique until the theoretical

model outputs match the measured data.

Because ellipsometry relies on an intensity ratio instead of absolute intensity mea-
surements during operation, it is relatively robust to intensity changes in the light source

and contamination of optical windows in plasma chambers.

2.5.5 Mass spectrometry

Mass spectrometry (MS) is used to determine the composition of gases. A typical mass

spectrometer setup is shown in Figure During MS, gaseous molecules are ionised by
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electron impact and the ions produced are separated according to their mass-to-charge
ratios. Separation is achieved by accelerating the ions down a deflection pipe and using
a magnetic field to deflect the ions trajectories. Heavy, lower-charged ions are deflected
by lesser amounts than light, highly-charged ions under the force of the magnetic field.
By varying the magnetic field using an electromagnet, it is possible to focus ions with
different mass-to-charge ratios onto a detector at the end of the deflection pipe. Ions that
reach the detector create a current that is recorded to form the mass spectrometer signal.
Figure shows an example mass spectrum resulting from an analysis of zirconium

t-butoxide with oxygen.
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FIGURE 2.18: Mass spectrometer apparatus. Gaseous molecules are ionised and then
separated according their mass-to-charge ratios through the use of a variable magnetic
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FIGURE 2.19: Typical Mass Spectrum of zirconium t-butoxide (ZTB) with O,.

MS requires substantial changes to the plasma chamber to collect ions from the
plasma. In plasma processing applications, the mass spectrometer is installed as close

to the main discharge as possible to avoid collection of by-products from wall reactions.
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Alternatively, the spectrometer can sample from the chamber exhaust to avoid disturb-
ing the plasma. However, sampling the chamber exhaust does not provide as direct a
measurement of the processing plasma as mass spectrometers that take samples from the
main discharge, because the exhaust gases contain species from the chamber walls and

there is a transport delay between the processing plasma and the point of measurement.

To fully analyse the neutrals and radicals in the plasma, they must first be separated
from the ions, before being ionised themselves. A complete understanding of the ionisa-
tion products present in the plasma is necessary for the analysis of mass spectra. MS is
often used to analyse plasmas consisting of large molecular species, for which OES data
can be complicated as a result of a multitude of spectral lines that overlap. However,
for atomic species, OES techniques are preferential to MS since the optical spectra are

simpler and hence more easily analysed than the mass spectra.

2.5.6 Langmuir probes

The most direct measurements of a plasma are obtained from probes within the plasma
chamber. A Langmuir probe is an invasive probe that can be used to determine electron
temperature, electron density, electron energy distribution function, and plasma poten-
tial. The Langmuir probe consists of a small conductor that is placed within the plasma.
The potential of the conductor is varied and the resulting current-voltage trace, or I-V

characteristic, is used to determine the properties of the plasma [22].

Langmuir probes are designed to withstand the harsh conditions within the plasma
without being destroyed. A 2-10 mm conducting tip at the end of a conducting rod
collects the current for the I-V characteristic. The conducting tip is constructed of a
material capable of withstanding high temperatures, typically tungsten or platinum.
The conducting rod is threaded through a ceramic tube to insulate all but the current-
collecting tip from the plasma. In low-temperature plasmas, Langmuir probes can oper-
ate without melting or excessive sputtering at the tip [22] but in dense, high-temperature
plasmas, the probe is only exposed to the plasma for short intervals (less than one sec-

ond) to prevent the tip from melting.

An ideal I-V characteristic for a Langmuir probe is shown in Figure v
characteristics are usually shown such that the electron current to the probe is in the

+1 direction.

Ton current dominates to the left of the V' = 0 point on Figure because ions
are attracted to the probe tip by the low potential. At the extreme left of the I-V
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FIGURE 2.20: Ideal I-V characteristic from a Langmuir probe. Real I-V characteristic
curves typically do not have such easily identifiable features.

characteristic, the trace levels out to the ion saturation current i;sq:, where the electron
current is zero, all electrons from the plasma being repelled by the strong negative charge
on the probe. The ion current is determined by the rate of ion arrival at the sheath

around the probe tip due to the random movement of ions in the plasma [21].

As the tip potential is increased, the number of electrons with enough energy to
overcome the repulsive electric field at the tip, and hence contribute to the tip current,
starts to increase. The point at which the trace crosses the V-axis is the floating potential

V¢ because it is at this point that the ion and electron currents to the probe tip are equal.

To the right of Vy, electron current is dominating. The collected current rises
throughout the transition region as the probe tip becomes more positive. The shape
of the transition region can be used to derive information about the electron temper-
ature and the electron energy distribution of the plasma. When the plasma potential
V), is reached, the trace takes a sharp turn, known as the “knee” and finishes at a rel-
atively constant electron saturation current i.sqr. Further increases in the potential of
the probe tip increase the energy of the electrons collected by the tip, but do not result

in an increase in the collected current.

Langmuir probes are not ideal and a number of factors can complicate probe read-
ings. The correct analysis of the I-V characteristic traces requires considerable expertise.
For example, the effective current collecting area of the tip is a factor in the correct de-
termination of the electron and ion currents. The current collecting area of the probe is
not equal to the exposed surface area of the the tip itself, but rather the surface area of

the sheath surrounding the tip. The sheath thickness at the probe tip, and hence the
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surface area of this sheath, changes with the probe potential, and affects the collection of
current from the plasma. Secondary electron emission at the tip and heating of the tip as
a result of particle collisions both cause inconsistencies in the current recorded. Damage
to the probe is possible from high energy electron and ion impact. Highly positively bi-
ased probes can draw relatively large electron currents from the plasma, perturbing the
plasma properties and distorting the measurements. Along with these complications,
in RF powered plasma processes, Langmuir probes are subject to RF interference that
distorts the I-V characteristic, requiring extra processing to recover the correct signal.
The I-V characteristic shown in Figure [2.20] is ideal in that it ignores such disturbing

processes.

For a more in-depth analysis and discussion on Langmuir probes, the interested

reader is directed to the “Plasma Diagnostics” chapter of work by Chen and Chang [22].

2.5.7 Hairpin resonator probe

The electron density in a plasma chamber can be measured using a microwave hairpin
resonator, or hairpin probe. The hairpin probe is an invasive monitoring tool intro-
duced by Stenzel [30] in the mid 1970’s to perform spatially-resolved plasma density

measurements in low-pressure plasmas.

A hairpin probe is an open-ended quarter wavelength transmission line whose reso-
nant frequency is related the dielectric constant of the medium that surrounds it. The
probe gets its name from the U-shaped resonator that resembles a hairpin, as shown
in Figure A microwave signal source drives a small amplitude time-varying cur-
rent through a small diameter coupling loop located near the lower part of the U and
this current is swept over a range of frequencies. Energy is coupled into the U-shaped
structure, and at resonance, a standing wave occurs on the hairpin such that voltage is
maximised at the open end and minimised at the shorted end of the transmission line.
At resonance, the hairpin weakly radiates energy into the surrounding space, whereas
off resonance almost all energy incident from the current source is reflected [31]. A
well-pronounced maximum in the amplitude of the magnetic field around the hairpin
resonator occurs at the resonant frequency. The frequency at which this resonance oc-
curs is used to determine the relative permittivity, and thus the electron density, of the
plasma in which the resonator is submersed. The hairpin resonator can be directly cou-
pled to the input loop or electrically isolated. Electrically isolated floating probes are
both DC and RF isolated from ground and hence, the potential of the resonator varies
with that of the plasma. This reduces the number of corrections required to compensate
for RF interference [31].
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FIGURE 2.21: Microwave resonator “hairpin” probe. Hairpin probes are invasive mon-
itoring tools immersed in the discharge to determine the electron density.

There are two main types of hairpin probes. Stenzel [30] describes the construction
of a transmission probe which uses two loop antennae, one for coupling current in the
hairpin, and a second for detection of the microwave signal at the resonant frequency.
Two coaxial connections are required, one for the transmission of the microwave current,

and one for the pick-up loop.

The second type of hairpin probe, described by Piejak et al. [32], is the reflection
probe. The reflection probe differs from the transmission probe in that it requires
only one coaxial feeder connection. Resonance is determined using the current reflected
from the probe. As a result, the reflection probe is simpler to build and produces less
plasma perturbation. A directional coupler between the microwave sweep source and
the input loop to the hairpin probe allows the reflected current to be monitored using
an oscilloscope. The electron density measurements from both probe types have been
shown to be equally accurate [32], and due to its simpler design and smaller bulk, a

reflection probe is used during the work described in Chapter [8| of this thesis.

As shown in Figure typically the coaxial cable carrying the driving microwave
current is threaded through a quartz tube to isolate it from the plasma. The quartz
tube is in turn surrounded by ceramic piping to provide further protection from the
temperatures and chemicals present during etching. Platinum or tungsten wire is used
to form the hairpin resonator because of their resistance to the harsh environment inside

the etch chamber.

Operating principal

The operating principal of the hairpin probe is clearly described by Stenzel [30] and an

abbreviated description of the probe operation is given here. The resonant frequency of
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the hairpin is given by
(2.29)

where ¢ is the speed of light in m/s, L is the length of the resonator (m) (from the
bottom to the top of the U), and € is the relative permittivity (dimensionless) of the
medium surrounding the probe. In a vacuum, € = 1, and fy = ¢/4L Hz. The relative

permittivity of a non-magnetised plasma is

2

e=1- fi; (2.30)

where f, is the plasma frequency given by Equation (2.17). By substituting Equation
(2.30) into Equation ([2.29), the resonant frequency f, in a plasma can be expressed as

fr= ¢, (2.31)
V1= 3117
which rearranges to
FE=1f+f (2.32)

The electron density is related to the frequency difference between the probe resonant
frequencies with and without the plasma, as summarised by
f2= 1

=L =0 % 10" 2.
ne = “oo=t < 101, (2.33)

where n, is the electron density (per m?), and f. and fy are given in gigahertz [32].

2.5.8 Plasma impedance monitor

In plasma equipment, harmonics of the fundamental frequency are generated in the
power supply circuitry to the chamber because the plasma presents a non-linear load
to the RF generator and matching network. The non-linearity of the plasma arises
due to the modulation of the plasma sheaths with the applied RF power. The sheath
width is sensitive to plasma electron density and changes to the wafer surface (e.g.
etching through a layer) or chamber electrodes (e.g. coatings or erosion). Hence, the
amplitudes of the harmonics of voltage and current signals are sensitive to changes in
the bulk plasma conditions and the wafer state [33]. RF-based sensors have been used
successfully in plasma etch for both fault detection [34] [35] in etch chambers and end-

point detection for plasma processes [36, [37].

A plasma impedance monitor (PIM) is an electronic sensor that is added to the

circuitry between the matching network and the plasma electrodes or antennae. The
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PIM sensor samples the current and voltage waveforms from the RF power line and
uses dedicated hardware to perform a Fourier decomposition of these waveforms. The
sensor records the amplitudes of the current and voltage at a number of frequencies,
usually harmonics of the supplied RF signal. The phase angle between current and
voltage at each harmonic is also recorded. Typically, measurements are available at the
fundamental frequency of 13.56 MHz and modern PIM sensors can also record data for

over fifty harmonics of this frequency.

> Voltage
?ﬁvl\\\//% PIM | 5 Current
—>

Phase

Match
Unit

T/\/\/‘ RF
VARV

FIGURE 2.22: Schematic of PIM location and plasma effect on signals [33]. The non-
linear impedance presented by the plasma generates harmonics in the supplied RF
signals.

The first and fourth harmonic from voltage, current and phase supplied to the target
electrode during a five-step plasma etch process are shown in Figure [2.23] The PIM
signals vary over the course of each etch step, and vary between different steps as the

wafer state and chamber set points are changed.
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FIGURE 2.23: Sample PIM signals from a five-step ECR etch process.

Various electrical properties of the plasma can be calculated using the PIM mea-

surements. Power, impedance, resistance and reactance can be calculated using

P =VIcos(¢), (2.34)
Vv

z==, (2.35)

R= ; cos(¢), (2.36)

X = %sin(qﬁ), (2.37)

respectively, where P is power, Z is impedance, R is resistance, X is reactance, V is

voltage, I is current and ¢ is phase.

PIM sensors are sensitive to both physical (e.g. changes in layer) and chemical
changes (e.g. species concentrations) in the chamber [38] and have the advantage over
OES techniques that no optical access to the plasma is required. RF plasma impedance
sensors placed between the matching network and the plasma electrode provide non-
invasive information that is fast to respond to changes in the plasma for real-time
monitoring. RF data are less noisy and do not suffer from problems that hinder the

performance of OES-based techniques, such as cloudy windows, optical set ups, and
detector drift [39].
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It is important to ensure that measurements are made in high resolution because
calculations of powers are highly sensitive to small errors in phase measurements. This
sensitivity arises because the phase angle between the fundamental current and voltage
signals are often close to —90° for CCP sources. An expression for the sensitivity of

power to changes in phase angle can be derived as

AP Ap AP¢ _ A(VIcosp) ¢ — Vsing 10)
Vic

Pl e ApP A¢ VIcosg 0s ¢

=—¢tang (2.38)

As phase angles tend towards —90°, tan ¢ — inf, and hence small errors in measure-

ments of ¢ can lead to large errors in calculations of P.

One of the disadvantages of PIM sensor measurements is that variations detected in
harmonic data as a result of phenomena in the etch chamber lack intuitive explanation.
While a complex physical relationship exists between the harmonic data recorded and
the properties of the plasma being measured, the relationship is difficult to predict, and
may only be found using black-box modelling techniques. Often the mechanisms respon-
sible for changes in measured phase and impedance during etching are not completely
understood [40]. Important correlations between the sensor data and the etch process
variables may go un-noticed without an exhaustive search of the data recorded from the
PIM sensor.
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Chapter 3

Virtual metrology techniques

Virtual metrology (VM) is performed by first collecting measurements from the process
of interest and then modelling variations in the process output using these measurements.
This chapter provides an overview of the modelling techniques that are used for the VM
modelling described in this thesis. There are seven techniques discussed that can be

broadly divided into three categories:

1. Linear regression techniques,
2. Latent variable-based techniques, and

3. Techniques with non-linear capabilities.

Least squares regression, stepwise regression, least angled regression and weighted least
squares regression are included as linear regression techniques. Principal component
regression and partial least squares regression are included as latent variable-based tech-
niques. Finally, artificial neural networks and Gaussian process regression are discussed
as modelling methods with non-linear capabilities. Due to the complexity of the pro-
cesses explored in the thesis, all of the modelling techniques used are purely empirical,
black-box methods, since, typically, the functional relationship between the VM model

input and output variables is unknown or too complex to model analytically.

3.1 Least squares regression

A multiple linear regression (MLR) model is a model that describes a linear relationship

between a number of input variables x; and a response or output variable, y, where the
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subscript j denotes the input variable number j = 1,2, ---p. The term “regression” was
first coined by Sir Francis Galton in 1885 [41] to describe a biological phenomenon. There
is some dispute about the discovery of the method of least squares used to determine
MLR model parameters which is described in this section. It appears that the method
was discovered independently by Legendre [42] and Gauss [43] in the early 1800’s where
both mathematicians used the method to determine the movement of celestial bodies

from astronomical observations.

A MLR model may take the form

y =B+ Bix1+-+ Ppxp +€ (3.1)

where the parameters 3;, j = 0,1,---p are the regression coefficients and e represents
an (ideally random, zero mean) modelling error term. MLR models are often used as
empirical models, when the true functional relationship between y and x1, 2, -,y is
unknown. When used to approximate unknown non-linear functions, linear regression
models can provide adequate approximations over specific, but usually small, ranges of

the input variables [44].

The values of 8; are determined most simply using the method of least squares,
forming least squares regression (LSR) models. Suppose that n > p observations of
Z1,%2, - ,%p, and y are available. Let y; denote the ith observed response and z;;

denote the ith observation of input variable z;. It is assumed that the resulting error

terms ¢; after the model is formed have a mean value of zero, variance o2, and are
uncorrelated. For clarity, the variance of a variable x is universally defined as
2
var(z) = El(z — )2, (3.2)

where z is a random variable with mean p and E is the expected value operator. Variance
is the second central moment of a variable and is often denoted using o2, where o is the

standard deviation of .

For the " observation, y; is given by

yi = Bo + Bixin + Pazia + -+ + Bpxip + €, 1 =1,2,- -+, n. (3.3)
p
j=1

Bo acts as a bias term that can generally be excluded for notational simplicity if it is

assumed that all variables are normalised to have zero mean prior to LSR modelling.
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Equation (3.3 can be written in matrix form as

y=XB+e€
where
1
Y2
y: . ) X:
_yn_ -
_ﬁl_ _
B= : €=
L Bp i

T11 12
21 22
Tnl Tn2
€1
€n

T1p

wgp

(3.5)

In general, y € R™*! is a vector of n observations of the output variable, X € R"*? is a

matrix of n observations of the p input variables, 3 € RP*! is a vector of the regression

coefficients, and € € R**! a vector of random errors.

It is required to find the vector of least-squares regression coefficient estimates ,3

that minimises the least-squares cost function

SB) =) &=€ee=(y-XB)"(y-Xp)
=1

S(B) can be expanded as

SB)=y'y -8 X"y —-y'XB+B8"X"Xp3

=yly - 28"X"y + pTXTXp3

(3.6)

(3.7)

since BT X"y is a scalar, as is its transpose (87 XTy)T = y'X3 = g'X"y. For the

minimum solution to Equation (3.6)), the regression parameters 8 must satisfy

5£
(5ﬂ[§

which simplifies to

= -2X"y +2X"7X3 =0,

XTX3 =XTy.

Hence, the least-squares estimate of 3 is

B=X"X)"'X"y.
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Equation (3.10) yields a unique solution for B provided that the inverse matrix of
XTX exists [45], [46]. Models created using LSR are computationally efficient to develop

as they require only relatively low-complexity matrix operations.

The system is described as over-determined when the number of samples n outnum-
bers the number of input variables p. In this case, the rank of X is usually p given
uncorrelated input variables, and B is unique. LSR experiences difficulties in situa-
tions where input variables are significantly correlated together or in under-determined
systems where n < p. In the case of correlated input variables, X7 X can be close to
singular, causing difficulties in finding its inverse. If n < p, the rank of X is n and there
are an infinite number of solutions for B. A single solution can be chosen, but usually
this solution has poor predictive capability for any new samples collected. Often the

minimum-norm solution is chosen, that is the solution for which ||3|| is minimised.

In cases where non-linear relationships exist between the input and output variables
to be modelled, non-linear transformations can be carried out on the model input vari-
ables to form new input variables. LSR can then be employed to determine the model
parameters, and, since the model is linear in the parameters B, the model is still referred
to as a linear LSR model. It is typical to include squared XJZ- and interaction x;x;, terms
as model inputs during the development of quadratic response surface models of pro-
cesses using experimental data. The derivation for ,é can also be extended for systems

with more than one output variable.

3.2 Weighted least squares regression

In typical least squares applications, all observations in the analysis are given equal
weighting, and the least squares algorithm minimises the sum of squared residuals, given
by Equation . In some applications, it can be shown that particular observations
used in a regression analysis are less reliable than others [47], for example if some of the
observations are taken with less precision than others. When it is reasonable to assume
that not all of the samples provide equally valuable information, weighted least squares
can be used to give each data point different amounts of influence during determination
of the model parameter estimates. A weighting scheme is introduced to the least squares

algorithm so that the sum of squared residuals to be minimised becomes

S=> wie =(y—XB)T W(y - X3) (3.11)
=1
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where W € R™" is a diagonal matrix of weights applied to each of the samples
i =1,2,---,n. Typically, these weights are chosen to be inversely proportional to the
variance of the output sample values recorded for each combination of input variables

involved in the regression.

The weights given to each sample operate relative to the weights given to the other
samples, with the absolute values of the weights being relatively unimportant. Follow-
ing the same calculations as detailed in Equations (3.6))—(3.10) for the cost function in

Equation (3.11)) yields
(XTWX)Byw = XTWy (3.12)

which can be solved for a unique solution of BW, the parameter estimates that take the

sample weights into account, as

By = (XTWX)1XTwy. (3.13)

3.3 Stepwise regression

In particular modelling applications, it may be desirable to include only a subset of the
available input variables in the regression equation. Such situations arise where there
is a pool of input variables from which to choose for regression and the input variables
that are most influential on the system output are unknown. Ideally, the best subset of

input variables that forms an accurate model is selected.

One of the disadvantages in using many or all of the input variables in the regression
equation is that the variance of the output estimates increases as the number of input
variables increases. Also, in cases with few samples and many input variables, the input
data matrix X may be under-determined. Reduction of the number of input variables in
a linear regression model is also useful to reduce the number of measurements required

in situations where the measurement of input variables is expensive [47].

One possible approach to the problem of variable-subset selection is to examine all
possible regression equations produced by all possible subsets of the input variables,
resulting in 2P total models for evaluation, where p is the number of available input
variables. While this approach may be feasible for small p, the number of models requir-
ing evaluation increases rapidly with the number of candidate input variables. Efficient
algorithms for the generation of all possible regressions have been developed, but these

procedures are typically only useful for p < 30 (for example, see [48]).
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Stepwise selection is a statistical variable selection procedure for selection of a suit-
able subset of input variables for use in a LSR model, in cases where it may not be
desirable to use all of the input variables available. The combination of stepwise selec-
tion and linear regression is stepwise regression. Stepwise regression is computationally
more efficient than examining all possible regression equations for p > 30 [45]. The

algorithm is a combination of two variable selection techniques:

1. forward selection and

2. backward elimination.

As shown in Section the standard linear regression model is given by

y = Bo+ fix1 + Baxo + -+ + SuXy + €, (3.14)

where y is the estimated output variable, x1,Xs2..x,, are the model input variables, € is

a random error vector, and By, 81, - , B, are the model parameters.

Forward selection begins with no terms in the regression model apart from the in-
tercept term, 5y. An iterative sequence is performed, where, at each iteration, each
available input variable is added to the linear regression model separately and a sta-
tistical F-test for testing significance of regression is evaluated. The statistical test is
structured such that the null hypothesis is that the regression parameter for the new
input variable would have a zero coefficient if added to the model. The input variable
having the largest partial F-statistic, given the other input variables already in the
model, is added to the model if its partial F-statistic exceeds a preselected entry level
Fiomnter- This process repeats, adding variables to the regression equation one at a time,
and the algorithm ends when there are no input variables remaining with a partial F-
statistic greater than Fi,gnter, @ user-defined variable, or when all of the input variables

have been added to the model.

Backward elimination operates in the opposite manner, beginning with all of the
input variables already in the model. Partial F-statistics are calculated for each input
variable as if it were the last input variable added to the model. The smallest of these
partial F-statistics is compared with a preselected value Fioremove and, if the partial
F-statistic is less than this value, the corresponding input variable is removed from the
model. This procedure continues until the smallest partial F-statistic of the remaining

input variables is not less than the preselected cutoff Fyyremove-
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Stepwise regression starts in the same manner as forward selection with no input
variables included in the model and proceeds to add variables depending on their partial
F-statistics. However, at each iteration in stepwise regression, input variables entered
into the model during previous iterations are reassessed for removal via their partial
F-statistics. Input variables can be removed, using the same criteria as the backward
elimination algorithm, if they become redundant as a result of newer input variables
more recently added to the model. Two cutoff values are specified for the stepwise
regression algorithm, Fiopnter and FioRemove- Stepwise selection techniques are often
used to select subsets of input variables for use in other modelling techniques that do

not perform optimally with large numbers of input variables.

The choice of the cutoff values is a user preference. Larger Fi,pnter values are
selected to reduce the chance of spurious input variables entering the model, whereas
smaller Fi,pnier values will allow more input variables to enter the model that can
then be assessed manually at a later stage for significance, using experience or further
modelling. F-test values are often specified in terms of percentage points or significance
levels, «, which specify the probability of adding or removing an input variable from the
regression equation in error. Draper and Smith [47] recommend settings of o = 0.05 or
a = 0.10 for both entry and exit F-tests. Other analysts [45] frequently prefer to choose
FioEnter > FioRemove, making it more difficult to add an input variable to the model

than to delete one.

Although the stepwise regression technique is quick to compute, easy to implement,
and readily available on popular mathematical computing packages, the technique has
attracted substantial criticism from many authors. Montgomery et al. [45] highlight
that the models produced during stepwise selection may not be the “best” models with
respect to any standard criterion, and some users may be misled into thinking that the
result is optimal. The regression equation and selected input variables should always
be examined manually by the user. Experience, professional judgement in the subject
matter field, and subjective considerations should be taken into account when analysing

the results of such automatic variable selection techniques.

3.4 Least angle regression

Least angle regression is a model selection technique that is related to the forward selec-
tion regression technique described in Section Least angle regression is abbreviated
as LARS, where the ‘S’ arises from related techniques, lasso and stagewise regression.

The forward selection algorithm described in Section is sometimes criticised as an
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aggressive fitting technique that can be overly hasty during selection of input variables,
perhaps eliminating useful input variables that are correlated with model input variables
variables previously chosen [49]. Such algorithms can become trapped in local optima,
failing to exploit multivariate correlations in the data, instead exploiting only univariate
correlations between one input variable and the model residual [50]. Before the presen-
tation of the LARS procedure, stagewise regression, upon which the LARS algorithm is
based, is first described.

3.4.1 Stagewise regression

Stagewise regression is a model creation technique that attempts to refine the forward
selection algorithm by taking many small iterative steps when building up the regression
function. Unlike forward selection, input variables are added slowly to the regression
model by slowly increasing the corresponding regression parameter 8 for each variable

of importance.

Suppose an initial estimate of y = 0, and a vector of current correlations c(¥) is

defined such that
c(y)=¢e=X"(y—9) (3.15)

where each element ¢; of € is a measure of the correlation between input variable x; and
the residual vector y — §. At each iteration in stagewise regression, y is incremented in

the direction of the greatest current correlation

k = argmax| | and y—y+7- sign(¢;) - X, (3.16)
k

where k is used as an index for the model input variables, k is the index for the model
input variable with the greatest correlation to the current residual vector, and 7 is a
small constant defining the step size. The step described by Equation (3.16|) describes

a small increment to the value of §;, the model parameter for input variable k:

ﬁfc — BIE; + nsign(ék). (3.17)

The stagewise algorithm differs from forward selection because instead of including
input variables at each step, the estimated regression parameters are increased in a di-
rection equiangular to each input variables correlations with the residual. For example,
if an input variable x; is being added to the regression model, and another input variable
x; becomes more correlated to the model residual after one particular iteration, the al-

gorithm switches to adding x; in the next iteration. As shown in Figure[3.T} in the space
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spanned by the input variables, this step corresponds to a movement in the direction of
x; towards the solution y (where the solution has been projected orthogonally onto the
input subspace). The drawback of stagewise regression is an increased computational
load compared to forward selection, which varies depending on the step size 1 taken at
each iteration. If n = ||¢; |, Equation describes the forward selection routine. The
LARS algorithm reduces the computational burden by taking large steps, but not as

large as forward selection.

3.4.2 The LARS algorithm

The LARS algorithm uses a simple mathematical technique to reduce the number of
iterative steps taken by the stagewise algorithm, requiring only p steps for a full solution,
where p is the number of input variables. LARS starts in a similar manner to stagewise
regression, but at each step, the § vector is updated in the largest step possible in the
direction of the current input variable x; until some other input, say xj, has as much
correlation with the current residual vector as x;. At this point, LARS continues in a
direction equiangular between the two predictors x; and x; until a third variable x; is
as correlated with the residual as the current direction is. LARS then proceeds in the

direction equiangular to x;, x;, and x, [49].

® Stagewise iteration

Stagewise Path

FiGURE 3.1: The LARS algorithm depicted for p = 2 input variables. The step-like
path is a typical stagewise algorithm progression. y s depicts the point where forward
selection algorithms proceed to upon the first iteration [49].

The progression of the LARS algorithm for a p = 2 example is shown in Figure
In Figure [3.1] y is the projection of the target vector into the linear space spanned
by x; and x3, £(X). The algorithm starts with §o = 0, and the correlation matrix is

constructed as
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A~

C=X"(y —Jo). (3.18)

From Figure 3.1} y — ¥ makes a smaller angle with x; than it does with xo. Hence yg

is augmented in the direction of x1, to

1 =7Yo +mx1. (3.19)

In Equation (3.19)), the selection of 7, differs between the forward selection, stagewise
regression, and LARS algorithms:

e Forward selection chooses 71 so that y1 = yys, the projection of y onto £(x1).

e Stagewise regression chooses 771 to be a small constant, and iterates the calculation

of C' and ¥y many times.

e LARS chooses 71 so that y — ¥4 is equally correlated with x; and xs.

During LARS, after the first iteration, y — ¥1 bisects the angle between x; and xs.
The next LARS estimate will be

Y2 = ¥y1 + m2x2, (3.20)

where 12 is chosen to make y2 = y. For examples with p > 2, 12 would be smaller,
leading to more changes in direction before a full solution is found. The LARS algorithm
is quick to compute, has a small memory requirement, and multivariate relationships

are captured in the developed model [50].

3.4.3 Training stop criteria

The stopping criteria for the LARS algorithm vary between users. The selection of
input variables can be stopped when the correlations between new input variables and
the residual vector level off, meaning that the model is not improving at each iteration. A
similar restriction can be applied to the model error at each iteration. Some users employ
metrics such as C = (¢;)? —p-+2x (number of variables in model), which incorporates the

residual error at the current iteration 4, along with the number of input variables in the
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model. The stopping criteria for LARS is a user preference decided before commencing

analysis.

For the analysis in this thesis, cross validation is used in an attempt to obtain the
optimal model from the LARS training procedure. Cross validation involves the use of
separate data set, the validation data set, to monitor the progress of the training pro-
cedure. The validation data set is a set of previously unseen input/output data points
that are not used in the determination of the LARS model. As model training pro-
gresses (using the training data set), the model estimation error is minimised for the
training data with successive iterations, and the model estimation error on the valida-
tion data set is monitored. Typically, model performance on the validation data set will
deteriorate with extensive training because the model loses its generalisation capabil-
ity, and becomes overly specialised to the specific variations in the training data. This
phenomenon is known as overtraining or overfitting. In computationally intensive ap-
plications, when the validation data error starts to increase, early stopping is employed,
where training is stopped prematurely, and the model is deemed optimal at the point of
the lowest validation error. Otherwise, the error performance curves are analysed after
the training procedure has completely finished, and the model state is returned to the
optimal training point. Cross validation techniques are not specific to LARS modelling,
and are employed in many of the different iterative model training procedures used in

this thesis.

Figure [3.2 depicts the model mean squared error (MSE) (see Section for the
training and validation data sets for an example LARS training procedure. As more
variables are added to the LARS model, the model becomes overtrained on the training
data set, and this effect is detected by monitoring the errors produced on the validation
data set. The optimal number of variables in the model is determined by finding the

minimum value of the validation error, as exemplified in Figure [3.2

3.5 Principal component regression

Principal component analysis (PCA) is an unsupervised data reduction technique that
extracts explanatory or latent variables from a data set using a matrix decomposition.
An unsupervised technique is one which acts without knowledge of desired outputs.
The earliest descriptions of PCA-like algorithms were given by Pearson [5I] in 1901
and Hotelling [52] in 1933. Both papers adopted different approaches. Pearson concen-
trated on finding lines and planes that best fit a set of points in p-dimensional space

while Hotelling’s motivation was to find a “fundamental set of independent variables
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FIGURE 3.2: Typical training mean squared error (MSE) curves for LARS modelling.

The validation error curve reaches a minimum and then begins to increase as the model

becomes overtrained on the training data. The point of lowest validation error is high-
lighted in the figure.

. which determine the values” of the original p variables [53]. The explanatory vari-
ables extracted using PCA are called principal components by Hotelling, and are a new
set of uncorrelated variables extracted from the original data set that explain the main
sources of variance in the data set. The principal components are arranged in order of

the variance that each one explains [54].

Principal component regression (PCR) is the use of the principal components as
input variables to a linear regression model. Pearson [51] stated that PCA could be
calculated by hand for p < 4 but calculations quickly become cumbersome for systems
with more dimensions, where PCA is most useful. As such, the full potential of PCA
was not exploited until the advent of computers. Today, PCA is employed as a data
analysis tool in a wide variety of application areas. The popularity of the technique
was illustrated in the text by Jolliffe [53] by the fact that the Web of Science identified
over 2000 articles published in the two years 1999-2000 that include phrases “principal
component analysis” or “principle components analysis” in their titles or keywords. A
repeat of this search for the most recent five years (2006 - 2010) yields almost 12,000

articles spanning over 200 different subject areas.

Before PCA is performed on a data set, some preprocessing steps are normally

taken. The mean is subtracted from each variable so that variables have zero mean
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and, typically, normalisation to unit variance is also performed when the original data
have multiple amplitude scales. Normalisation in this manner gives all variables equal
importance during analysis, but such normalisation should be applied with care if it is

known that some input variables contain significant amounts of noise.

Let X € R™ P be a data matrix made up of n samples of p variables. PCA performs
an eigenvalue decomposition of the covariance matrix X7X to decompose X as the sum
of the outer product of the score vectors t; € R™*! and the loading vectors p; € RP*1,

plus a residual matrix E € R™*P [55]:

X =t1p1’ +tap2’ +---+tipl +E (3.21)
= TP’ + E, (3.22)

where
T =[ty ta---t;],P = [p1 P2~ P1l, (3.23)

[ is the number of principal components, T € R™*! the principal component score matrix,
and P € RP*! is the principal component loadings matrix. The principal components are
arranged in descending order, consistent with the amount of variance explained in the
original data set by each one. Each principal component loading vector p; corresponds
to an eigenvector of the covariance matrix of X and the amount of variance explained
by each principal component is proportional to the size of the corresponding eigenvalue
A

For PCA, the decomposition of X is such that the columns of the loading matrix P
are orthonormal to each other and the columns of the principal component matrix T
are orthogona